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Abstract. We study the dynamical boundary value problem for Hamilton-Jacobi equa-
tions of the eikonal type with a small parameter. We establish two results concerning the
asymptotic behavior of solutions of the Hamilton-Jacobi equations: one concerns with the
convergence of solutions as the parameter goes to zero and the other with the large-time
asymptotics of solutions of the limit equation.
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1. Introduction and the main results

We consider the initial-boundary value problem for the eikonal equation

(1)


εuεt(x, t) + |Dxu

ε(x, t)| = 1 in Q,

uεt(x, t) + ν(x) ·Dxu
ε(x, t) = 0 on ∂Ω× (0, ∞),

uε(x, 0) = u0(x) for x ∈ Ω̄.

Here ε ∈ (0, 1) is a parameter, Ω is a bounded open connected subset of Rn, with C1

boundary, Q := Ω × (0, ∞), ν(x) denotes the outer unit normal of Ω at x ∈ ∂Ω, and u0
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represents the initial data. We adapt the notion of viscosity solution as the notion of solution
of eikonal equations in this article. Throughout this article we assume for simplicity that
u0 ∈ Lip (Ω̄), i.e., u0 is Lipschitz continuous on Ω̄.

The boundary condition in the above problem is called the dynamical boundary condition.
If we set

ν̃(x, t) = (ν(x), 0) and γ(x, t) = (ν(x), 1) for (x, t) ∈ ∂Ω× (0, ∞),

then ν̃(x, t) is the outer unit normal vector of Q at (x, t) ∈ ∂Ω× (0, ∞),

ν̃(x, t) · γ(x, t) = 1 for all (x, t) ∈ ∂Ω× (0, ∞)

and
ut(x, t) + ν(x) ·Dxu(x, t) = γ(x, t) ·Du(x, t).

From this observation, we see that the above dynamical boundary condition is a kind of
Neumann type boundary condition posed on the portion ∂Ω × (0, ∞) of the boundary ∂Q
of the domain Q.

Motivated with applications to superconductivity and surface evolution, Elliott-Giga-Goto
[7] have studied the well-posedness of a Hamilton-Jacobi equation with a dynamical boundary
condition, where the boundary condition is “tangential” to the lateral boundary and has the
form ut(x, t) + g(x, t) = 0 (see also (4) below). As far as the authors know, a general study
of Hamilton-Jacobi equations with dynamical boundary conditions goes back to Barles [5],
where the well-posedness of dynamical boundary problems has been established (see for
instance [5, Theoremé 4.11]).

We are also motivated by the recent studies on the Laplace equation

∆xu(x, t) = 0 in Ω× (0, ∞)

with the nonlinear dynamical boundary condition of the type

ut(x, t) + ν(x) ·Dxu(x, t) = |u(x, t)|q, with a constant q > 1,

due to Amann-Fila [1], Fila-Ishige-Kawakami [10] and others, where the blow-up phenomena
and large time behavior of solutions are investigated. The Laplace equation above is, of
course, the limit equation of the heat equations εut(x, t) − ∆xu(x, t) = 0 in Ω × (0, ∞) as
ε → 0+. Here we replace these heat equations by the eikonal equations and the nonlinear
dynamical boundary condition by the linear one as in (1).

We are thus concerned with the asymptotic behavior of the solution uε of (1) as ε→ 0+.
Roughly speaking, if there is a limit function of uε as ε → 0+, the limit function u should
satisfy

(2)

{
|Dxu(x, t)| = 1 in Q,

ut(x, t) + ν(x) ·Dxu(x, t) = 0 on ∂Ω× (0, ∞).

Regarding the initial condition for the limit function, as we will see in our main results, the
solutions uε develop an initial layer and the original initial condition u(·, 0) = u0 does not
make sense for the limit function u in general.

To overcome the difficulty of initial layer, we introduce a new (slower) time scale and, for
the solutions uε of (1), we set

vε(x, t) = uε(x, εt) for (x, t) ∈ Q̄.
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Note that the vε satisfy

(3)


vεt (x, t) + |Dxv

ε(x, t)| = 1 in Q,

vεt (x, t) + εν(x) ·Dxv
ε(x, t) = 0 on ∂Ω× (0, ∞),

vε(x, 0) = u0(x) for x ∈ Ω̄.

In the informal level, by setting ε = 0 we get the problem for the limit function v of the uε

as ε→ 0+:

(4)


vt(x, t) + |Dxv(x, t)| = 1 in Q,

vt(x, t) = 0 on ∂Ω× (0, ∞),

v(x, 0) = u0(x) for x ∈ Ω̄.

The initial condition for the limit function u of the uε is then given as the limit function
v∞(x) of the solution v(x, t) of (4) as t→ ∞. The recent developments concerning the large
time asymptotics for solutions of Hamilton-Jacobi equations (see [12, 4]) suggest that the
limit function v∞ should be described as follows: define first the function v−0 on Ω̄ as the
maximal subsolution of the stationary eikonal equation

(5) |Dv(x)| = 1 in Ω

among those v which satisfy v ≤ u0 on Ω̄, and then v∞ as the minimal solution of (5) among
those v which satisfy v ≥ v−0 on Ω̄. It is well-known (see the end of this section) that v−0 and
v∞ are Lipschitz continuous on Ω̄ with a Lipschitz bound depending only on the domain Ω.
See [12, Lemma 2.2] for this Lipschitz continuity.

The main purpose of this paper is twofold. First, we consider the convergence of uε as
ε→ 0+ and, second, we study the large time asymptotics for solutions of (2). Our result on
the convergence of uε is stated as follows:

Theorem 1.1. Let uε ∈ C(Q̄) be a solution of (1), with ε ∈ (0, 1), and u ∈ C(Q̄) a solution
of (2) satisfying the initial condition u(·, 0) = v∞ on Ω̄. Then

lim
ε→0+

uε(x, t) = u(x, t) uniformly on Ω̄× [T−1, T ]

for all T > 1.

The stationary problem corresponding to (2) is the following.

(6)

{
|Du(x)| = 1 in Ω,

1 + ν(x) ·Du(x) = 0 on ∂Ω.

As we will see, this problem has a solution in C(Ω̄) and v∞ is a supersolution of this problem.
We define the function u∞ as the maximal solution of (6) among those u which satisfy u ≤ v∞
on Ω̄. Our result concerning the large time behavior of solutions of (2) is as follows.

Theorem 1.2. Let u ∈ C(Q̄) be a solution of (2) satisfying the initial condition u(·, 0) = v∞.
Then

lim
t→∞

(u(x, t)− t) = u∞(x) uniformly on Ω̄.



4 E. S. AL-AIDAROUS, E. O. ALZAHRANI, H. ISHII, AND A. M. M. YOUNAS

We use the following notation: as above let Ω ⊂ Rn be a bounded domain with C1

boundary. By the implicit function theorem, there exists a function ρ ∈ C1(Rn) such that{
Ω = {x ∈ Rn : ρ(x) < 0},
Dρ(x) ̸= 0 for all x ∈ ∂Ω.

Note that Dρ(x) = |Dρ(x)|ν(x) for all x ∈ ∂Ω. We call such a function ρ a defining function
of Ω. Let ϕ ∈ C(Ω̄) be a (viscosity) subsolution of

|Dϕ(x)| ≤ 1 in Ω.

It is well-known (see [12, Proposition1.14] and [5, 2, 16]) that this property is equivalent to
the following Lipschitz property: for any ball B ⊂ Ω,

|ϕ(x)− ϕ(y)| ≤ |x− y| for all x, y ∈ B.

Due to the C1 regularity, connectedness and boundedness of Ω, any such function ϕ is
Lipschitz continuous on Ω̄, with a uniform Lipschitz bound. (See [12, Lemma 2.2] for this.) In
the following, the minimum of such uniform bounds will be denoted as LΩ. It is obvious that
LΩ ≥ 1. For any bounded function f on a set A, ∥f∥∞,A denotes the sup-norm supx∈A |f(x)|.
For any T > 0, QT denotes the domain Ω× (0, T ).

2. Preliminaries

We begin with the following theorem.

Theorem 2.1. Let ε > 0. There exists a unique solution uε ∈ Lip (Q̄) of (1).

Recall that u0 ∈ Lip (Ω̄) is assumed here, which is crucial to conclude the Lipschitz
continuity of uε in the above theorem. On the other hand, for any continuous u0, one can
show the unique existence of a uniformly continuous solution of (1). The above result is
known in the literature (see for instance [5, 3]), but we give a proof here for the reader’s
convenience.

Proof. We first note that the uniqueness of solution of (1) is a direct consequence of Theorem
A.1 (comparison theorem) in the appendix.

We next show that there exists a solution of (1) which is continuous on Q̄. Let L > 0 be
a Lipschitz bound of u0. Define the functions U± ∈ Lip (Q̄) by

U±(x, t) = u0(x)±max{ε−1, ε−1L, L} t.
It is easily checked that U+ and U− are, respectively, a supersolution and a subsolution of

(7)

{
εut(x, t) + |Dxu(x, t)| = 1 in Q,

ut(x, t) + ν(x) ·Dxu(x, t) = 0 on ∂Ω× (0, ∞).

According to Perron’s method (see [6, 5, 2, 12] for instance), if we denote by S the set of
all subsolutions ϕ of (7) such that U− ≤ ϕ ≤ U+ on Q̄ and set

uε(x, t) = sup{ϕ(x, t) : ϕ ∈ S} for (x, t) ∈ Q̄,

then uε is a solution of (7) and uε ∈ S. More precisely, uε is a solution of (7) in the sense
that uε ∈ USC(Q̄), uε is a subsolution of (7) and the lower semicontinuous envelope uε∗ of
uε is a supersolution of (7). It is obvious that U− ≤ uε∗ ≤ uε ≤ U+ on Q̄. We apply the
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comparison theorem (Theorem A.1 in the appendix) to uε and uε∗, to obtain uε ≤ uε∗ on Q̄.
Thus we see that uε = uε∗ is continuous on Q̄. It is now obvious that uε(x, 0) = u0(x) for all
x ∈ Ω̄ and that uε is a solution of (1).

Finally we show that uε ∈ Lip (Q̄). We set Mε = max{ε−1, ε−1L, L} and observe that
for any h > 0,

uε(x, h)−Mεh ≤ U+(x, h)−Mεh ≤ u0(x) for all x ∈ Ω̄.

For any h > 0, by comparison between the solutions uε(x, t + h) −Mεh and uε(x, t) of (1),
we get

uε(x, t+ h)−Mεh ≤ uε(x, t) for all (x, t) ∈ Q̄.

Similarly, we get

uε(x, t+ h) +Mεh ≥ uε(x, t) for all (x, t) ∈ Q̄.

Hence, we get

|uε(x, t)− uε(x, s)| ≤Mε|t− s| for all t, s ≥ 0, x ∈ Ω̄.

This Lipschitz estimate together with Lemma A.3 in the appendix guarantees that uε ∈
Lip (Ω̄× (0, ∞)). But, since uε ∈ C(Q̄), we conclude that uε ∈ Lip (Q̄). □

Given a function uε ∈ Lip (Q̄), we define the function vε ∈ Lip (Q̄) by

vε(x, t) = uε(x, εt).

It is easy to check that uε is a solution of (1) if and only if vε is a solution of (3). Hence,
Theorem 2.1 implies the following proposition.

Corollary 2.2. There exists a unique solution vε ∈ Lip (Q̄) of (3).

We remark here on the definition of v−0 , v∞ and u∞. By definition, the function v−0 : Ω̄ →
R is given by

v−0 (x) = sup{ϕ(x) : ϕ ∈ S0},
where S0 denotes the set of all subsolutions ϕ ∈ Lip (Ω̄) of (5) satisfying the inequality
ϕ ≤ u0 on Ω̄. It is a classical observation that S0 ̸= ∅ and the above formula gives a
Lipschitz continuous subsolution of (5). The function v∞ : Ω̄ → R is defined by

v∞(x) = inf{ϕ(x) : ϕ ∈ S},
where S denotes the set of all solutions ϕ ∈ Lip (Ω̄) of (5) satisfying ϕ ≥ v−0 on Ω̄. It is
well-known (see also Proposition A.5 in the appendix or Perron’s method as well) that S ̸= ∅
and the above formula gives a solution in Lip (Ω̄) of (5).

The definition of u∞ is related to the additive eigenvalue problem (or, ergodic problem):
consider the problem of finding a pair (c, v) ∈ R× Lip (Ω̄) such that v is a solution of

(8)

{
|Dv(x)| = 1 in Ω,

c+ ν ·Dv(x) = 0 on ∂Ω.

It is clear that if (c, v) is a solution of the above additive eigenvalue problem, so is the pair
(c, v+A), with any constant A ∈ R. On the other hand, the following theorem assures that
the additive eigenvalue c is unique and, indeed, c = 1.
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Theorem 2.3. There exists a solution v ∈ C(Ω̄) of (6). Moreover, for any c ̸= 1, there
exists no solution of (8).

Proof. 1. To prove the existence of a solution of (6), we show that the function

v(x) = dist (x, ∂Ω)

is a solution of (6).
For any z ∈ ∂Ω the function x 7→ |x − z| is a classical solution of (5), and hence, the

function

v(x) = inf{|x− z| : z ∈ ∂Ω}
is a solution of (5) (see Proposition A.5). Next let ϕ ∈ C1(Ω̄) and x ∈ ∂Ω. We first assume
that v − ϕ has a maximum at x ∈ ∂Ω. We set y = x− εν, where ν = ν(x) and ε > 0. Note
that if ε > 0 is sufficiently small, then y ∈ Ω. The C1 regularity of Ω ensures that

v(y)− v(x) = v(x− εν) = ε+ o(ε) as ε→ 0 + .

Hence, as ε→ 0+, we get

ε+ o(ε) = v(y)− v(x) ≤ ϕ(y)− ϕ(x) = −εν ·Dϕ(x) + o(ε),

which yields

1 + ν · p ≤ 0.

Next, we assume that v−ϕ has a minimum at x ∈ ∂Ω. Set y = x− εν, with ε > 0. Observe
that as ε→ 0+,

ε+ o(ε) = v(y)− v(x) ≥ ϕ(y)− ϕ(x)

= Dϕ(x) · (y − x) + o(ε) = −ενDϕ(x) + o(ε),

from which we get

1 + ν · p ≥ 0.

We thus conclude that v is a supersolution of (6) and moreover that v is a solution of (6).
2. We next show that c = 1 is the only possible choice for which (8) has a solution. We

actually show that if there exist solutions (c1, u), (c2, v) ∈ R × Lip (Ω̄) of (8), then c1 = c2.
By symmetry, we only need to show that c1 ≤ c2. To this end, we argue by contradiction.
Thus, we assume that the inequality c1 > c2 holds. Let A > 0, and define the functions
V, W ∈ Lip (Q̄) by {

V (x, t) = v(x) + c1t,

W (x, t) = w(x) + c2t+ A.

It is easily seen that V and W are both solutions of (2). We select A sufficiently large so
that W (x, 0) ≥ V (x, 0) for all x ∈ Ω̄. By the comparison principle (see Theorem A.1), we
obtain

W (x, t) ≥ V (x, t) for all (x, t) ∈ Q̄.

But this is a contradiction since c1 > c2. Thus we must have c1 ≤ c2. □
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3. Proof of the main results

Theorem 3.1. For each ε > 0 let vε ∈ Lip (Q̄) be the solution of (3). Then there exists a
function v ∈ Lip (Q̄) such that

lim
ε→0+

vε(x, t) = v(x, t) uniformly on Ω̄× [0, T )

for all 0 < T <∞. The function v is a solution of (4).

The existence and uniqueness of solution of (3) have been shown in Corollary 2.2. The
following lemma is needed in our proof of the above theorem.

Lemma 3.2 (Comparison). Let v ∈ Lip (Q̄) and w ∈ Lip (Q̄) be a subsolution and a super-
solution of

(9)

{
ut(x, t) + |Dxu(x, t)| = 1 in Q,

ut(x, t) = 0 on ∂Ω× (0, ∞),

respectively. Assume that v(x, 0) ≤ w(x, 0) for all x ∈ Ω̄. Then v ≤ w on Q̄.

The above comparison principle does not hold in general if the Lipschitz regularity of the
functions v, w is removed. For this see Example A.6 in the appendix.

Proof. Fix any ε > 0. Let M > 0 be a Lipschitz bound of the functions v and w. It is
easily checked that the functions vε(x, t) := v(x, t)− εM t and wε(x, t) := w(x, t)+ εM t are,
respectively, a subsolution and a supersolution of{

ut(x, t) + |Dxu(x, t)| = 1 in Q,

ut(x, t) + εν(x) ·Dxu(x, t) = 0 on ∂Ω× (0, ∞),

and that vε(x, 0) = v(x, 0) ≤ w(x, 0) = wε(x, 0) for all x ∈ Ω̄. Applying a standard
comparison theorem (for instance, Theorem A.1), we get

vε(x, t) = v(x, t)− εM t ≤ wε(x, t) = w(x, t) + εM t for all (x, t) ∈ Q̄.

Sending ε→ 0 yields the desired inequality. □
The following proposition is an immediate consequence of Theorem 3.1 and Lemma 3.2.

Corollary 3.3. There exists a unique solution of (4) in the class Lip (Q̄).

Proof of Theorem 3.1. We show first that the family {vε}0<ε<1 is equi-Lipschitz continuous
on Q̄. The argument is similar to the last part of the proof of Theorem 2.1.

Let 0 < ε < 1. Let M ≥ 1 be a Lipschitz bound of the function u0. It is easily checked
that the functions U+, U− ∈ Lip (Q̄) given by

U±(x, t) = u0(x)±Mt for (x, t) ∈ Q̄

are a supersolution and a subsolution of (3), respectively. By comparison (Theorem A.1),
we get

U−(x, t) ≤ vε(x, t) ≤ U+(x, t) for all (x, t) ∈ Q̄.

Consequently, for any h > 0, we have

vε(x, h)−Mh ≤ u0(x) = vε(x, 0) ≤ vε(x, h) +Mh for all x ∈ Ω̄.
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Again, by comparison, we get

vε(x, t+ h)−Mh ≤ vε(x, t) ≤ vε(x, t+ h) +Mh for all (x, t) ∈ Q̄.

Hence, using Lemma A.3, we deduce that the collection {vε}0<ε<1 is equi-Lipschitz continu-
ous on Q̄.

Thanks to the Ascoli-Arzela theorem, there are a sequence {εj} ⊂ (0, 1) converging to
zero and a function v ∈ Lip (Q̄) such that

(10) lim
j→∞

∥vεj − v∥∞,Ω̄×[0, T ] = 0 for every T > 0.

By the well-known stability property of viscosity solutions, we see that v is a solution of (4).
To complete the proof, we need to show that for any T > 0,

lim
ε→0+

∥vε − v∥∞,Ω̄×[0, T ] = 0.

For this, we argue by contradiction and suppose that there were a sequence {ε(j)}j ⊂ (0, 1)
converging to zero and a constant 0 < S <∞ such that

(11) lim sup
j→∞

∥vε(j) − v∥∞,Ω̄×[0, S] > 0.

Passing to a subsequence and arguing as in the case of the sequence {εj}, we may assume
that there is a solution w ∈ Lip (Q̄) of (4) such that for all T > 0,

(12) lim
j→∞

∥vε(j) − w∥∞,Ω̄×[0, T ] = 0.

But, by Lemma 3.2, we must have v = w on Q̄, and (11) contradicts (12). □
Theorem 3.4. Let v ∈ Lip (Q̄) be the solution of (4). Then

lim
t→∞

v(x, t) = v∞(x) uniformly on Ω̄.

Indeed, one can prove that there exists a constant T > 0 such that

v(x, t) = v∞(x) for all (x, t) ∈ Ω̄× [T, ∞).

Proof of Theorem 3.4. 1. We show first that v is bounded on Q̄. Fix an e ∈ Rn so that
|e| = 1. For any C ∈ R the function wC(x, t) := e ·x+C is a solution of (9). Hence, choosing
C > 0 so large that |u0(x)− e · x| ≤ C for all x ∈ Ω̄, by comparison (Lemma 3.2), we get

w−C(x, t) ≤ v(x, t) ≤ wC(x, t) for all (x, t) ∈ Q̄,

which shows that v is bounded on Q̄.
2. We next show that for each x ∈ ∂Ω the function t 7→ v(x, t) is nonincreasing on [0, ∞).

We fix any x̂ ∈ ∂Ω and show that the function t 7→ v(x̂, t) is nonincreasing on [0, ∞). To
this end, we assume, by contradiction, that there were two positive numbers t0 < t1 such
that

v(x̂, t0) < v(x̂, t1).

We may choose an increasing function ψ ∈ C1([t0, t1]) such that v(x̂, ·) − ψ attains a strict
maximum at some point t̂ ∈ (t0, t1) and infr≥0 ψ

′(r) > 0.
For α ≥ 0 we introduce the function

Φα(x, t, y, s) := v(x, t)− ψ(t)− α|x− x̂|2 + α2ρ(x)
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on Ω̄× [t0, t1], where ρ is a defining function of Ω. Note that

Φα(x, t) ≤ Φ0(x, t) for all (x, t) ∈ Ω̄× [t0, t1], α > 0.

Let α > 0 and let (xα, tα) be a maximum point of the function Φα over Ω̄× [t0, t1]. Note
that

Φ0(x̂, t̂) = Φα(x̂, t̂) ≤ Φα(xα, tα) ≤ Φ0(xα, tα)− α|xα − x̂|2.
This sequence of inequalities guarantees that

lim
α→∞

(xα, tα) = (x̂, t̂).

In particular, if α is sufficiently large, then t0 < tα < t1. For such a large α, by the viscosity
property of v, we have either

ψ′(tα) ≤ 0 or ψ′(tα) + |2α(xα − x̂)− α2Dρ(xα)| ≤ 1.

Noting that
lim
α→∞

|2α(xα − x̂)− α2Dρ(xα)| = ∞
and sending α→ ∞, we get

ψ′(t̂) ≤ 0,

which contradicts our choice of ψ. Thus we see that for each x ∈ ∂Ω the function t 7→ v(x, t)
is nonincreasing on [0, ∞) and, therefore, the limit

lim
t→∞

v(x, t) = vb(x) exists for any x ∈ ∂Ω,

where vb is a function on ∂Ω. Noting that v ∈ Lip (Q̄), we see that vb ∈ Lip (∂Ω).
3. We define v± ∈ Lip (Q̄) byv

+(x, t) = sup
s≥0

v(x, t+ s),

v−(x, t) = inf
s≥0

v(x, t+ s).

By the monotonicity of the function t 7→ v(x, t) for x ∈ ∂Ω, we see that

(13) v−(x, t) = vb(x) for all (x, t) ∈ ∂Ω× [0, ∞).

It is a standard observation (see [12, Proposition 1.10], [6, 2, 5] for instance) that v+

and v− are a subsolution and a supersolution of (9), respectively. Because of the Lipschitz
continuity and boundedness of v±, we find that lim

s→∞
v+(x, t+ s) = V +(x, t),

lim
s→∞

v−(x, t+ s) = V −(x, t)

for some functions V ± ∈ Lip (Q̄), where the convergence is uniform for (x, t) ∈ Ω̄ × [0, T ],
with every T > 0. By the stability of the viscosity property under uniform convergence, we
see that V + and V − are a subsolution and a supersolution of (9), respectively. It is easily
seen that the functions V ±(x, t) in fact do not depend on t. We may thus denote them
respectively by V ±(x), and we have for all x ∈ Ω̄,V

+(x) = lim sup
t→∞

v(x, t),

V −(x) = lim inf
t→∞

v(x, t).
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Obviously we have {
V +(x) = V −(x) = vb(x) for all x ∈ ∂Ω,

V +(x) ≥ V −(x) for all x ∈ Ω̄,

and the functions V + and V − are a subsolution and a supersolution of the eikonal equation

(5) |Du(x)| = 1 in Ω,

respectively. By the standard comparison result ([14, 5, 2, 16]), we get

V +(x) ≤ V −(x) for all x ∈ Ω̄.

It is now clear that

lim
t→∞

v(x, t) = V +(x) = V −(x) uniformly on Ω̄.

4. Set V := V + = V −. We intend to identify V with v∞. By the definition of v−0 , we have

v−0 (x) ≤ u0(x) for all x ∈ Ω̄,

and the function v−0 (x) as a function on Q̄ is a subsolution of (9). By comparison, we get

v−0 (x) ≤ v(x, t) for all (x, t) ∈ Q̄.

Consequently, we have
v−0 (x) ≤ V (x) for all x ∈ Ω̄.

Since V is a solution of (5), we see that

(14) v∞(x) ≤ V (x) for all x ∈ Ω̄.

It is immediate to see by the definition of v− that for each x ∈ Ω̄, the function t 7→ v−(x, t)
is nondecreasing on [0, ∞). Since (9) is a convex Hamilton-Jacobi equation, we deduce (see
Proposition A.5) that v− is a solution of

ut(x, t) + |Dxu(x, t)| = 1 in Q.

From these observations, we infer that for each t > 0 the function x 7→ v−(x, t) is a subso-
lution of (5). Noting that

u0(x) ≥ v−(x, 0) for all x ∈ Ω̄

and that
v−(x, 0) = lim

t→0+
v−(x, t) uniformly for all x ∈ Ω̄,

which shows that the function x 7→ v−(x, 0) is a subsolution of (5), we see that

v−(x, 0) ≤ v−0 (x) ≤ v∞(x) for all x ∈ Ω̄.

By the constancy (13), it is now easy to check that v− is a subsolution of (9). Also, the
function v∞(x), regarded as a function of (x, t), is a solution of (9). Hence, by comparison,
we get

v−(x, t) ≤ v∞(x) for all (x, t) ∈ Q̄.

Consequently, we get
V (x) ≤ v∞(x) for all x ∈ Ω̄.

This together with (14) guarantees that V = v∞. □
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Proof of Theorem 1.1. We set vε(x, t) := uε(x, εt) for (x, t) ∈ Q̄. Let v ∈ Lip (Q̄) be the
solution of (4). Fix any δ > 0. By Theorem 3.4, there is a constant 0 < T <∞ such that

|v(x, T )− v∞(x)| < δ for all x ∈ Ω̄.

By Theorem 3.1, there exists a constant ε0 ∈ (0, 1) such that

|vε(x, T )− v(x, T )| < δ for all x ∈ Ω̄ and 0 < ε < ε0.

Thus, we have

|vε(x, T )− v∞(x)| < 2δ for all x ∈ Ω̄ and 0 < ε < ε0,

which reads

(15) |uε(x, εT )− v∞(x)| < 2δ for all x ∈ Ω̄ and 0 < ε < ε0.

Since v∞ is a solution of (5), the function v∞ is Lipschitz continuous on Ω̄ with a Lipschitz
bound LΩ. Hence, the functions v∞(x)± LΩ t are a supersolution and a subsolution of (1),
respectively. Using (15), by comparison (Theorem A.1), we get

(16) |uε(x, t+ εT )− v∞(x)| < 2δ + LΩ t for all (x, t) ∈ Q̄, 0 < ε < ε0.

We define the functions u± on Ω̄× (0, ∞) byu
+(x, t) = lim

r→0+
sup{uε(y, s) : (y, s) ∈ Ω̄× (0, ∞), 0 < ε < r, |y − x|+ |s− t| < r},

u−(x, t) = lim
r→0+

inf{uε(y, s) : (y, s) ∈ Ω̄× (0, ∞), 0 < ε < r, |y − x|+ |s− t| < r}.

The functions u+ and u− are called the half-relaxed limits of the functions uε, and it is well-
known (see [12, Theorem 1.3], [6, 2, 5]) that u+ ∈ USC(Ω̄×(0, ∞)), u− ∈ LSC(Ω̄×(0, ∞)),
u− ≤ u+ in Ω̄ × (0, ∞), and u+ and u− are a subsolution and a supersolution of (2),
respectively. Due to estimate (16), we see that if we set

u±(x, 0) = v∞(x) for x ∈ Ω̄,

then u+ ∈ USC(Q̄) and u− ∈ LSC(Q̄). By comparison (Theorem A.1), we get u+ ≤ u ≤ u−

on Q̄, which shows that u+ = u− = u on Q̄ and moreover that as ε→ 0+, uε(x, t) → u(x, t)
uniformly for (x, t) ∈ Ω̄× [S−1, S] for every S > 1. □
Proof of Theorem 1.2. We define the function w ∈ Lip (Q̄) by

w(x, t) = u(x, t)− t,

and observe that w is a solution of

(17)

{
|Dxw(x, t)| = 1 in Q,

wt(x, t) + 1 + ν(x) ·Dxw(x, t) = 0 on ∂Ω× (0, ∞).

The function v∞ is a solution of (5) and hence it is a supersolution of (6). (Indeed, for
any x ∈ ∂Ω and p ∈ D−v(x), we have two possibilities: either |p| ≥ 1 or |p| < 1, and if
|p| < 1, then 1+ ν(x) · p ≥ 1− |ν(x)||p| > 0.) Accordingly, the function v∞(x), as a function
of (x, t), is a supersolution of (17). By comparison (Theorem A.1), we get

w(x, t) ≤ v∞(x) for all (x, t) ∈ Q̄.

Again, by the comparison between w(x, t) and w(x, t+ h), with h > 0, we get

w(x, t+ h) ≤ w(x, t) for all (x, t) ∈ Q̄ and h > 0.
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That is, for each x ∈ Ω̄, the function t 7→ w(x, t) is nonincreasing on [0, ∞).
Note that the function u∞(x) is, as a function of (x, t), a solution of (17) and that u∞(x) ≤

v∞(x) for all x ∈ Ω̄. By comparison, we get

w(x, t) ≥ u∞(x) for all (x, t) ∈ Q̄.

Noting also that w is bounded and Lipschitz continuous on Q̄, we see that

lim
t→∞

w(x, t) = w∞(x) uniformly on Ω̄

for some function w∞ ∈ Lip (Ω̄). Clearly, w∞ is a solution of (6) and satisfies

u∞(x) ≤ w∞(x) ≤ v∞(x) for all x ∈ Ω̄.

Because of the maximality of u∞, we conclude that w∞ = u∞ and that

lim
t→∞

w(x, t) = u∞(x) uniformly on Ω̄. □

4. Initial value problem for (2)

We discuss here the well-posedness of the initial value problem for (2) and consider first
the initial value problem

(18)


|Dxu(x, t)| = 1 in Q,

ut(x, t) + ν(x) ·Dxu(x, t) = 0 on ∂Ω× (0, ∞),

u(x, 0) = u0(x) for x ∈ Ω̄.

This problem has been studied in the previous sections, but it is overdetermined in its initial
condition. Indeed, if u is a solution of (18) and continuous on Q̄, then the function u0 should
be a solution of |Du0(x)| = 1 in Ω and therefore it should be given by the boundary data
u0|∂Ω. This suggests another formulation: let u0 ∈ C(∂Ω) and consider the initial value
problem

(19)


|Dxu(x, t)| = 1 in Q,

ut(x, t) + ν(x) ·Dxu(x, t) = 0 on ∂Ω× (0, ∞),

u(x, 0) = u0(x) for x ∈ ∂Ω.

Suppose that there is a solution u ∈ C(Q ∪ (∂Ω × [0, ∞))) of (19). Observe that for
each t > 0 the function v(x) := u(x, t) is a solution of |Dv(x)| = 1 in Ω, which shows that
the collection {u(·, t) : t > 0} is equi-Lipschitz continuous on Ω̄. Hence, we may choose a
sequence tj → 0+ such that the limit

ū0(x) = lim
j→∞

u(x, tj)

exists for all x ∈ Ω̄ and the convergence is uniform on Ω̄. It is a standard observation that
the limit function ū0 is a unique solution of the Dirichlet problem

(20)

{
|Dv(x)| = 1 in Ω,

v(x) = u0(x) for x ∈ ∂Ω.
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Moreover, it follows that

lim
t→0+

u(x, t) = ū0(x) uniformly for x ∈ Ω̄.

We thus see that if u ∈ C(Q ∪ (∂Ω × [0, ∞))) is a solution of (19), then u is extended
uniquely to a function on Q̄ and the resulting function solves (18), with u0 replaced by the
unique solution v of the Dirichlet problem (20). It is well-known that there exists a solution
v ∈ Lip (Ω̄) of (20) if and only if there exists a subsolution w ∈ Lip (Ω̄) of (20).

Now, an existence result for (19) is stated as follows.

Theorem 4.1. Let u0 ∈ Lip (∂Ω). Assume that there exists a subsolution w ∈ Lip (Ω̄) of
(20). Then there exists a unique solution u ∈ Lip (Q̄) of (19).

Before giving a proof of the above theorem, we present a comparison principle.

Lemma 4.2. Let v ∈ USC(Q ∪ (∂Ω × [0, ∞)) and w ∈ LSC(Q ∪ (∂Ω × [0, ∞)) be a
subsolution and a supersolution of (2), respectively. Assume that v(x, 0) ≤ w(x, 0) for all
x ∈ ∂Ω. Then v ≤ w on Q ∪ (∂Ω× [0, ∞)).

Proof. Fix any ε > 0. By the semicontinuity of v, w and the inequality v(·, 0) ≤ w(·, 0) on
∂Ω, we find that there exists a constant δ > 0 such that

v(x, t) ≤ w(x, t) + ε for all (x, t) ∈ ∂Ω × (0, δ).

For each 0 < t < δ, since

|Dxv(x, t)| ≤ 1 and |Dxw(x, t)| ≥ 1 in Ω

hold in the viscosity sense, by a standard comparison result (see Lemma A.4 or [14, 5, 2]),
we see that v(x, t) ≤ w(x, t) + ε for all (x, t) ∈ Ω̄ × (0, δ). We now apply Theorem A.1,
with the interval [t, ∞) in place of [0, ∞), in the appendix, to conclude that

v(x, t+ s) ≤ w(x, t+ s) + ε for all (x, s) ∈ Q̄, t ∈ (0, δ),

which implies that v(x, t) ≤ w(x, t) for all (x, t) ∈ Q ∪ (∂Ω× [0, ∞)). □
Proof of Theorem 4.1. The uniqueness of solution of (19) follows readily from Lemma 4.2.

To show the existence of a solution of (19), we consider problem (18), with u0 replaced by
the solution w ∈ Lip (Ω̄) of (20), and argue as in the proof of Theorem 2.1. Recall that the
constant LΩ is a Lipschitz bound of the function w. We define the functions U± ∈ Lip (Q̄)
by

U±(x, t) = w(x)± LΩ t,

and observe that U+ and U− are a supersolution and a subsolution of (2), respectively.
By Perron’s method, we may find a function u ∈ USC(Q̄) such that u and the lower
semicontinuous envelope u∗ are a subsolution and a supersolution of (2), respectively, and
U− ≤ u∗ ≤ u ≤ U+ on Q̄. By the comparison (see Theorem A.1) between u and u∗, we
see that u = u∗ ∈ C(Q̄). Also, by the comparison between the functions u(x, t + h) and
u(x, t) + LΩ h of (x, t), with h > 0, we get u(x, t + h) ≤ u(x, t) + LΩ h for all (x, t) ∈ Q̄
and h > 0. Similarly, we get u(x, t + h) ≥ u(x, t) − LΩ h for all (x, t) ∈ Q̄ and h > 0.
Consequently, we obtain

|u(x, t)− u(x, s)| ≤ LΩ|t− s| for all x ∈ Ω̄ and t, s ∈ [0, ∞).
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For each t > 0 the function x 7→ u(x, t) is a solution of |Dxu(x, t)| = 1 in Ω, which shows
that |u(x, t)− u(y, t)| ≤ LΩ|x− y| for all x, y ∈ Ω̄ and t > 0. Thus we see that u ∈ Lip (Q̄)
and u is a solution of (18), with w in place of u0. □

5. Variational formulas

We have studied several Hamilton-Jacobi equations of the eikonal type. We discuss in this
section the variational (or optimal control) formulas for solutions of such Hamilton-Jacobi
equations.

We recall first the general principle (the Bellman principle). Let U be an open subset
of Rm and Γ a closed subset of ∂U . Let γ : ∂U \ Γ → Rm be a continuous vector field
such that γ(x) · ν(x) > 0 (or γ(x) · ν(x) ≥ 0) for all x ∈ ∂U \ Γ, where ν(x) denotes the
outer unit normal vector of U at x and p · q denotes the inner product in Rm. Given a
function v ∈ L∞([0, ∞),Rn), the Skorokhod problem is then to seek for τ ∈ [0, ∞) and
(X, l) ∈ Lip ([0, τ ],Rm)× L∞([0, τ ], R) such that

(21)



Ẋ(t) + l(t)γ(X(t)) = v(t) a.e. t ∈ [0, τ ],

X(t) ∈ Ū for all t ∈ [0, τ ],

l(t) ≥ 0 a.e. t ∈ [0, τ ],

l(t) = 0 if X(t) ∈ U a.e. t ∈ [0, τ ],

X(τ) ∈ Γ.

The Skorokhod problem has been investigated extensively in the literature (see [15]), and we
refer to [12, Theorem 5.2], [13] for the existence results convenient for our discussion here.
We denote by SP the set of all quadruples (X, l, τ, v) which satisfy (21). We consider the
function

V (x) = inf

∫ τ

0

[f(X(t), v(t)) + l(t)g(X(t))] dt

on Ū , where f and g are given functions on Ū × Rm and ∂U , respectively, and the infimum
is taken over all (X, l, τ, v) ∈ SP such that X(0) = x. This is an optimal control problem,
where the function v plays the role of control and where the function V is called the value
function. The dynamic programming principle leads to the boundary-value problem for the
value function V : 

sup
v∈Rm

{−v ·DV (x)− f(x, v)} = 0 in U,

γ(x) ·DV (x) = g(x) on ∂U \ Γ,
V (x) = V0(x) for x ∈ Γ,

where V0 is a given function representing the Dirichlet (or initial) data on Γ.
We apply the above principle to find correct variational formulas for solutions of the

Hamilton-Jacobi equations discussed in the previous sections.
We treat first the equation (1), where the Hamilton-Jacobi equation can be written as

(22) sup{−(η, σ) ·Du(x, t)− δB̄1(0)×{ε}(−η,−σ)− 1 : (η, σ) ∈ Rn × R} = 0,

where δA denotes the indicator function of the set A, i.e., the function δA is defined by
δA(z) = 0 if z ∈ A and δA(z) = ∞ otherwise. The sets Q and Ω × {0} in (1) correspond
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to U and Γ in the above, respectively, and the vector field (ν(x), 1) on ∂Ω× (0, ∞), where
ν(x) and ε are from (1), corresponds to the γ(x, t) in the above. Given functions (v, w) ∈
L∞([0, ∞),Rn × R), our current Skorokhod problem is stated as

(23)



Ẋ(t) + l(t)γ(X(t)) = v(t) a.e. t ∈ [0, τ ],

Ṫ (t) + l(t) = w(t) a.e. t ∈ [0, τ ],

X(t) ∈ Ω̄ and T (t) ≥ 0 for all t ∈ [0, τ ],

l(t) ≥ 0 a.e. t ∈ [0, τ ],

l(t) = 0 if (X(t), T (t)) ∈ Q a.e. t ∈ [0, τ ],

T (τ) = 0,

where τ ∈ [0, ∞) and (X,T, l) ∈ Lip ([0, τ ],Rn × R) × L∞([0, τ ],R) are to be looked for.
Accordingly, SP denotes the set of all sextuples (X,T, l, τ, v, w) satisfying (23) and the
minimization problem at (x, t) ∈ Q̄, i.e., the value at (x, t) of the optimal control problem
associated with (23) or (22) is stated as

inf
{∫ τ

0

(δB̄1(0)×{ε}(−v(t),−w(t)) + 1) dt : (X,T, l, τ, v, w) ∈ SP, X(0) = x, T (0) = t
}
.

For any (X,T, l, τ, v, w) ∈ SP, with (X(0), T (0)) = (x, t) ∈ Q̄, if the integral is finite in
the above minimization formula, then |v(t)| ≤ 1 and w(t) = −ε for a.e. t ∈ [0, τ ] and τ is
characterized by

−t+
∫ τ

0

l(t) dt = −ετ.

These observations suggest a modification of SP and we introduce SP(1;x, t) as the set of
all triples (X, l, τ) of τ ∈ [0, ∞), X ∈ Lip ([0, τ ], Rn) and l ∈ L∞([0, τ ], R) such that

(24)



Ẋ(s) + l(s)ν(X(s)) ∈ B̄1(0) a.e. s ∈ [0, τ ],

t =

∫ τ

0

l(s) ds+ ετ,

X(0) = x, X(s) ∈ Ω̄ for all s ∈ [0, τ ],

l(s) = 0 if X(s) ∈ Ω, l(s) ≥ 0 a.e. s ∈ [0, τ ].

Theorem 5.1. The solution uε ∈ Lip (Q̄) of (1) is represented as

(25) uε(x, t) = inf{τ + u0(X(τ)) : (X, l, τ) ∈ SP(1;x, t)} for all (x, t) ∈ Q̄.

Proof. We write V (x, t) for the right hand side of (25).
1. It is a standard observation that the dynamic programming principle holds: for any

(x, t) ∈ Ω̄× (0, ∞) and δ ∈ (0, t),

(26) V (x, t) = inf{τ + V (X(τ), t− δ) : (X, l, τ) ∈ SP(1;x, δ)}.

Here we have for any (X, l, τ) ∈ SP(1;x, δ),

δ = ετ +

∫ τ

0

l(r) dr,
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and hence,

(27) max
s∈[0, τ ]

|X(s)− x| ≤
∫ τ

0

(l(r) + 1) dr ≤ (ε−1 + 1)δ.

2. We have shown in the proof of Theorem 2.1 that, for some constant A > 0, the function
U(x, t) := u0(x)−At is a subsolution of (1). Fix such a function U on Q̄. Fix any (x, t) ∈ Q̄
and (X, l, τ) ∈ SP(1;x, t). We set

T (s) := t− εs−
∫ s

0

l(r) dr and v(s) := Ẋ(s) + l(s)ν(X(s)) for s ∈ [0, τ ],

and compute informally that

U(x, t) = U(X(0), T (0)) = U(X(τ), T (τ))−
∫ τ

0

d

ds
U(X(s), T (s)) ds

= u0(X(τ)) +

∫ τ

0

[
−Ut(X(s), T (s))Ṫ (s)−DxU(X(s), T (s)) · Ẋ(s)

]
ds

= u0(X(τ)) +

∫ τ

0

[εUt(X(s), T (s))−DxU(X(s), T (s)) · v(s)] ds

+

∫ τ

0

l(s) [Ut(X(s), T (s)) +DxU(X(s), T (s)) · ν(X(s))] ds

≤ u0(X(τ)) +

∫ τ

0

[εUt(X(s), T (s)) + |DxU(X(s), T (s))|] ds

+

∫ τ

0

l(s) [Ut(X(s), T (s)) +DxU(X(s), T (s)) · ν(X(s))] ds

≤ u0(X(τ)) + τ.

The above computation is easily justified by approximating u0 by smooth functions (see
Proposition A.7 and the remark after the proposition), and we conclude that

V (x, t) ≥ u0(x)− At for all (x, t) ∈ Q̄,

which yields

(28) V∗(x, 0) ≥ u0(x) for all x ∈ Ω̄,

where V∗ denotes the lower semicontinuous envelope of the function V .
3. Next, we show that

(29) V ∗(x, 0) ≤ u0(x) for all x ∈ Ω̄,

where V ∗ denotes the upper semicontinuous envelope of the function V . To see this, we fix
any (x, t) ∈ Q̄, define the triple (X, l, τ) by

τ := ε−1t and X(s) := x, l(s) := 0 for s ∈ [0, τ ],

and observe that (X, l, τ) ∈ SP(1;x, t) and

V (x, t) ≤ τ + u0(x) = u0(x) + ε−1t.

This clearly shows that (29) holds.
4. We prove that V ∗ is a subsolution of (1). Let ϕ ∈ C1(Q̄) and (x̂, t̂) ∈ Ω̄ × (0, ∞),

and assume that V ∗ − ϕ has a strict maximum at (x̂, t̂). We treat here only the case where
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x̂ ∈ ∂Ω. The other case can be handled similarly and more easily. We argue by contradiction
and hence assume that

(30) εϕt(x̂, t̂) + |Dxϕ(x̂, t̂)| > 1 and ϕt(x̂, t̂) + ν(x̂) ·Dxϕ(x̂, t̂) > 0.

We choose a unit vector e ∈ Rn so that

|Dxϕ(x̂, t̂)| = −e ·Dxϕ(x̂, t̂),

and then a constant R ∈ (0, t̂) so that for all (x, t) ∈ Q̄ ∩ (B̄R(x̂)× [t̂−R, t̂+R]),

εϕt(x, t)− e ·Dxϕ(x, t) > 1 and ϕt(x, t) + ν(x) ·Dxϕ(x, t) > 0.

In view of (27), we fix an r ∈ (0, R/2) so that

(ε−1 + 1)r < R/2,

and choose a point (x̄, t̄) ∈ Q̄ ∩ (BR/2(x̂)× (t̂− r/2, t̂+ r/2)) so that

(V − ϕ)(x̄, t̄) > max{(V ∗ − ϕ)(x, t̂− r/2) : x ∈ Ω̄}.
Such a choice is possible since

(V ∗ − ϕ)(x̂, t̂) > max{(V ∗ − ϕ)(x, t̂− r/2) : x ∈ Ω̄}.
We set

δ := t̄− (t̂− r/2),

and note that 0 < t̄− (t̂− r/2) < r and (ε−1 + 1)δ < R/2.
According to the existence results in [12, 13], there exists a solution (X, l, τ) ∈ SP(1; x̄, δ)

such that
Ẋ(s) + l(s)ν(X(s)) = e a.e. s ∈ [0, τ ].

We set

T (s) := t̄− εs−
∫ s

0

l(r) dr for s ∈ [0, τ ].

By (26), we get
V (x̄, t̄) ≤ τ + V (X(τ), t̄− δ) = τ + V (X(τ), T (τ)).

We may assume by adding a constant to the function ϕ that (V −ϕ)(x̄, t̄) = 0, which implies
that

(V ∗ − ϕ)(x, T (τ)) = (V ∗ − ϕ)(x, t̂− r/2) < 0 for all x ∈ Ω̄.

Hence, we get

(31)

0 ≤ τ + V (X(τ), T (τ))− V (x̄, t̄) < τ + ϕ(X(τ), T (τ))− ϕ(x̄, t̄)

=

∫ τ

0

[
1 + ϕt(X(s), T (s))Ṫ (s) +Dxϕ(X(s), T (s)) · Ẋ(s)

]
ds

=

∫ τ

0

[1 + e ·Dxϕ(X(s), T (s))− εϕt(X(s), T (s))] ds

+

∫ τ

0

l(s) [−ϕt(X(s), T (s))− ν(X(s)) ·Dxϕ(X(s), T (s))] ds.

By estimate (27) and our choice of δ, we have

X(s) ∈ BR/2(x̄) ⊂ BR(x̂).
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Now, using (30), we get

0 <

∫ τ

0

[1 + e ·Dxϕ(X(s), T (s))− εϕt(X(s), T (s))] ds

+

∫ τ

0

l(s) [−ϕt(X(s), T (s))− ν(X(s)) ·Dxϕ(X(s), T (s))] ds < 0,

which is a contradiction. Thus, V ∗ is a subsolution of (1).
5. We next prove that V∗ is a supersolution of (1). The argument here is similar to that

in the previous step. Let ϕ ∈ C1(Q̄) and (x̂, t̂) ∈ Ω̄× (0, ∞), and assume that V∗ − ϕ has a
strict minimum at (x̂, t̂). Here again we treat only the case where x̂ ∈ ∂Ω. We assume by
contradiction that

εϕt(x̂, t̂) + |Dxϕ(x̂, t̂)| < 1 and ϕt(x̂, t̂) + ν(x̂) ·Dxϕ(x̂, t̂) < 0.

We choose a constant R ∈ (0, t̂) so that for all (x, t) ∈ Q̄ ∩ (B̄R(x̂)× [t̂−R, t̂+R]),

εϕt(x, t) + |Dxϕ(x, t)| < 1 and ϕt(x, t) + ν(x) ·Dxϕ(x, t) < 0.

As in the previous step, we may choose a point (x̄, t̄) ∈ Q̄ and a constant δ > 0 such that
(V − ϕ)(x̄, t̄) < min{(V∗ − ϕ)(x, t̄− δ) : x ∈ Ω̄},
B̄R/2(x̄)× [t̄− δ, t̄] ⊂ B̄R(x̂)× [t̂−R, t̂+R],

(ε−1 + 1)δ < R/2.

We may assume as before that (V − ϕ)(x̄, t̄) = 0 and, hence, (V∗ − ϕ)(x, t̄− δ) > 0 for all
x ∈ Ω̄. Setting

γ := min{(V∗ − ϕ)(x, t̄− δ) : x ∈ Ω̄},

by (26), we may choose a triple (X, l, τ) ∈ SP(1; x̄, t̄) so that

V (x̄, t̄) + γ > τ + V (X(τ), t̄− δ),

which yields

ϕ(x̄, t̄) > τ + ϕ(X(τ), t̄− δ).

Noting that

X(s) ∈ BR(x̂) for all s ∈ [0, τ ],

and setting

T (s) := t̄− εs−
∫ s

0

l(r) dr and v(s) := Ẋ(s) + l(s)ν(X(s)) for s ∈ [0, τ ],
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we compute that

0 > τ + ϕ(X(τ), T (τ))− ϕ(x̄, t̄)

=

∫ τ

0

[
1 + ϕt(X(s), T (s))Ṫ (s) +Dxϕ(X(s), T (s)) · Ẋ(s)

]
ds

=

∫ τ

0

[1 + v(s) ·Dxϕ(X(s), T (s))− εϕt(X(s), T (s))] ds

+

∫ τ

0

l(s) [−ϕt(X(s), T (s))− ν(X(s)) ·Dxϕ(X(s), T (s))] ds

≥
∫ τ

0

[1− |Dxϕ(X(s), T (s))| − εϕt(X(s), T (s))] ds ≥ 0,

which is a contradiction. We have thus shown that V∗ is a supersolution of (1).
6. We now apply a comparison result (for instance, Theorem A.1), to conclude that

V ∗ ≤ uε ≤ V∗ on Q̄,

which obviously shows that uε = V on Q̄. □
Replacing (l, t) by (εl, εt) in (24) is a simple modification to get the right Skorokhod

problem for (3). We thus denote by SP(3;x, t) the set of all triples (X, l, τ) of τ ∈ [0, ∞),
X ∈ Lip ([0, τ ], Rn) and l ∈ L∞([0, τ ], R) such that

(32)



Ẋ(s) + εl(s)ν(X(s)) ∈ B̄1(0) a.e. s ∈ [0, τ ],

t =

∫ τ

0

l(s) ds+ τ,

X(0) = x, X(s) ∈ Ω̄ for all s ∈ [0, τ ],

l(s) = 0 if X(s) ∈ Ω, l(s) ≥ 0 a.e. s ∈ [0, τ ].

The following proposition is an immediate consequence of the previous theorem.

Corollary 5.2. The solution vε ∈ Lip (Q̄) of (3) is represented as

vε(x, t) = inf{τ + u0(X(τ)) : (X, l, τ) ∈ SP(3;x, t)} for all (x, t) ∈ Q̄.

The Skorokhod problem associated with problem (4) or (9) is given by the collection
SP(4;x, t) of all triples (X, l, τ) of τ ∈ [0, ∞), X ∈ Lip ([0, τ ], Rn) and l ∈ L∞([0, τ ], R)
such that

(33)



|Ẋ(s)| ≤ 1 a.e. s ∈ [0, τ ],

t =

∫ τ

0

l(s) ds+ τ,

X(0) = x, X(s) ∈ Ω̄ for all s ∈ [0, τ ],

l(s) = 0 if X(s) ∈ Ω, l(s) ≥ 0 a.e. s ∈ [0, τ ].

The variational formula for the solution of (4) is stated as follows.

Theorem 5.3. Let v ∈ Lip (Q̄) be the solution of (4). Then

(34) v(x, t) = inf{τ + u0(X(τ)) : (X, l, τ) ∈ SP(4;x, t)} for all (x, t) ∈ Q̄.
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Because of the lack of a “good” comparison theorem (see Lemma 3.2 and Example A.6),
our strategy for the proof of the above theorem differs substantially from that of Theorem
5.1.

Proof. We write V (x, t) for the right hand side of (34). The dynamic programming principle
holds, which is stated as

(35) V (x, t+h) = inf{τ +V (X(τ), t) : (X, l, τ) ∈ SP(4;x, h)} for all (x, t) ∈ Q̄, h ≥ 0.

1. Let (x, t) ∈ Q̄ and h > 0. We set

X(t) = x and l(t) = 0 for t ∈ [0, h],

and note that (X, l, h) ∈ SP(4;x, h). By (35), we have

V (x, t+ h) ≤ h+ V (x, t).

That is, we have

(36) V (x, t+ h) ≤ V (x, t) + h for all (x, t) ∈ Q̄, h ≥ 0.

2. Let A > 0 be a Lipschitz bound of the function u0. Following Step 2 of the proof of
Theorem 5.1, we obtain

V (x, t) ≥ u0(x)− At for all (x, t) ∈ Q̄.

Hence, using (35), we get

(37)

V (x, t+ h) = inf{τ + V (X(τ), h) : (X, l, τ) ∈ SP(4;x, t)}
≥ inf{τ + u0(X(τ))− Ah : (X, l, τ) ∈ SP(4;x, t)}
= V (x, t)− Ah for all (x, t) ∈ Q̄, h ≥ 0.

Thus, combining (36) and (37), we see that the functions t 7→ V (x, t), with x ∈ Ω̄, are
equi-Lipschitz continuous on [0, ∞) with a Lipschitz bound max{A, 1}.

3. Let t ≥ 0, B ⊂ Ω be a ball and choose x, y ∈ B so that x ̸= y. Set

h = |x− y|, l(s) = 0 and X(s) = x+ sh−1(y − x) for s ∈ [0, h].

Noting that (X, l, h) ∈ SP(4;x, h), by (35), we get

V (x, t+ h) ≤ h+ V (y, t).

Combining this with (37) yields

V (x, t) ≤ V (y, t) + (A+ 1)|x− y|.
Hence, by the symmetry in x and y, we get

|V (x, t)− V (y, t)| ≤ (A+ 1)|x− y|.
This shows that the functions x 7→ V (x, t), with t ≥ 0, are equi-Lipschitz continuous on Ω
with a Lipschitz bound LΩ(A+ 1).

4. Let x ∈ ∂Ω and t ≥ 0. Observe that if ε > 0 is small enough, then the line segment
connecting the points x and x− εν(x) lies in Ω̄. Arguing as in Step 3, we deduce that

|V (x, t)− V (x− εν(x), t)| ≤ (A+ 1)ε.

This shows together with the observation in Step 3 that the functions x 7→ V (x, t), with
t ≥ 0, are continuous on Ω̄, which moreover implies that the functions x 7→ V (x, t), with
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t ≥ 0, are equi-Lipschitz continuous on Ω̄ with a Lipschitz bound LΩ(A+1). This combined
with the result in Step 2 assures that V ∈ Lip (Q̄).

5. Following the argument of the proof of Theorem 5.1, we see easily that V is a solution
of (4). Lemma 3.2 guarantees that v = V on Q̄. □

For the problem (2) with initial condition, a natural choice is the Skorokhod problem
SP(2;x, t), defined as the set of of all triples (X, l, τ) of τ ∈ [0, ∞), X ∈ Lip ([0, τ ], Rn) and
l ∈ L∞([0, τ ], R) such that

(38)



Ẋ(s) + l(s)ν(X(s)) ∈ B̄1(0) a.e. s ∈ [0, τ ],

t =

∫ τ

0

l(s) ds,

X(0) = x, X(s) ∈ Ω̄ for all s ∈ [0, τ ],

l(s) = 0 if X(s) ∈ Ω, l(s) ≥ 0 a.e. s ∈ [0, τ ].

We remark that the first condition in (38) is equivalent that

(39) |Ẋ(s)|2 + l(s)2 ≤ 1 a.e.

To see this, let x, y ∈ Ω̄ and (X, l, τ) ∈ SP(x) be such that X(τ) = y. Let ρ be a defining
function of Ω and note that for any t ∈ [0, τ ], if X(t) ∈ ∂Ω, then the function s 7→ ρ(X(s))
attains the maximum value 0 at t. Hence, if t ∈ (0, τ) is a point where X(t) ∈ ∂Ω and the
function X is differentiable at t, then

0 =
d

ds
ρ(X(s))

∣∣∣
s=t

= Dρ(X(t)) · Ẋ(t),

that is, two vectors ν(X(t)) and Ẋ(t) are perpendicular. Accordingly, we have

ν(X(s)) · Ẋ(s) = 0 if X(s) ∈ ∂Ω a.e.

Thus, the first condition in (38) is equivalent to condition (39). It is now easily seen that
λΩ(x, y) ≥ 0 for all x, y ∈ Ω̄.

Theorem 5.4. Let u ∈ Lip (Q̄) be a (unique) solution of (2) satisfying the initial condition
u(·, 0) = u0. Then

u(x, t) = inf{τ + u0(X(τ)) : (X, l, τ) ∈ SP(2;x, t)} for all (x, t) ∈ Q̄.

Before giving a proof of the above theorem, we make similar observations for v−0 , v∞ and
u∞. We introduce two “distance” functions dΩ and λΩ on Ω̄ × Ω̄, where dΩ(x, y) is defined
as the infimum of all positive numbers τ for which there exists a function X ∈ Lip ([0, τ ], Ω̄)
such that X(t) ∈ Ω̄ for all t ∈ [0, τ ], X(0) = x and X(τ) = y, and λΩ(x, y) is defined by

λΩ(x, y) = inf
{∫ τ

0

(1− l(s)) ds : (X, l, τ) ∈ SP(x), X(τ) = y
}
,

where SP(x) denotes the set of all triples (X, l, τ) of τ > 0, l ∈ L∞([0, τ ],R) and X ∈
Lip ([0, τ ],Rn) such that

Ẋ(s) + l(s)ν(X(s)) ∈ B̄1(0) a.e. s ∈ [0, τ ],

X(0) = x, X(s) ∈ Ω̄ for all s ∈ [0, τ ],

l(s) = 0 if X(s) ∈ Ω, l(s) ≥ 0 a.e. ŝ ∈ [0, τ ].
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Note that

SP(x) =
∪
t≥0

SP(1;x, t) =
∪
t≥0

SP(2;x, t),

and that

dΩ(x, y) = inf
{∫ τ

0

(1− l(s)) ds : (X, l, τ) ∈ SP(x), X(τ) = y, l(s) ≡ 0
}
≥ λΩ(x, y).

We note as well that dΩ(x, x) = λΩ(x, x) = 0 for all x ∈ Ω̄.

Theorem 5.5. The functions v−0 ∈ Lip (Ω̄), v∞ and u∞ are represented as

v−0 (x) = inf{dΩ(x, y) + u0(y) : y ∈ Ω̄},(40)

v∞(x) = inf{dΩ(x, y) + v−0 (y) : y ∈ ∂Ω},(41)

u∞(x) = inf{λΩ(x, y) + v−0 (y) : y ∈ ∂Ω}.(42)

Lemma 5.6. Let y ∈ Ω̄. (i) The function x 7→ dΩ(x, y) is a solution of (5) in Ω \ {y} and
a subsolution of (5) in Ω. (ii) The function x 7→ λΩ(x, y) is a solution of

(43)

{
|Du(x)| = 1 in Ω \ {y},
1 + ν(x) ·Du(x) = 0 on ∂Ω,

and a subsolution of (6).

Proof. 1. Note that the function v(x) = |x − y| in Rn, with y ∈ Rn, is a solution of
|Dv(x)| = 1 in Rn \ {y} and is a subsolution of |Dv(x)| = 1 in Rn.

2. Let y ∈ Ω̄ and let B ⊂ Ω be an open ball such that y ̸∈ B. According to the dynamic
programming principle, we deduce that for any x ∈ B

dΩ(x, y) = inf{dΩ(x, z) + dΩ(z, y) : z ∈ ∂B} = inf{|x− z|+ dΩ(z, y) : z ∈ ∂B},
and

λΩ(x, y) = inf{|x− z|+ λΩ(z, y) : z ∈ ∂B}.
By the observation in Step 1, using Proposition A.5, we see that both the functions x 7→
dΩ(x, y) and x 7→ λΩ(x, y) are Lipschitz continuous in B and are solutions of |Du(x)| = 1
in B, which implies that they are both solutions of |Du(x)| = 1 in Ω \ {y}.

Next let y ∈ Ω and let B ⊂ Ω be an open ball such that y ∈ B. For any x ∈ B, we have

dΩ(x, y) = λΩ(x, y) = |x− y|,
from which we see that both the functions x 7→ dΩ(x, y) and x 7→ λΩ(x, y) are subsolutions
of |Du(x)| = 1 in B. This together with the previous observation, we conclude that the
functions x 7→ dΩ(x, y) and x 7→ λΩ(x, y) are subsolutions of |Du(x)| = 1 in Ω. This
ensures that these functions are Lipschitz continuous in Ω with a Lipschitz bound LΩ.

A consideration based on the dynamic programming principle similar to the above shows
that if ε > 0 is sufficiently small, then

max{|dΩ(x− εν(x), y)− dΩ(x, y)|, |λΩ(x− εν(x), y)−λΩ(x, y)} ≤ ε for all x ∈ ∂Ω, y ∈ Ω̄.

This and the Lipschitz continuity of the functions x 7→ dΩ(x, y) and x 7→ λΩ(x, y) in Ω
guarantee that these functions are Lipschitz continuous on Ω̄.
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3. By following the argument (Steps 4 and 5) of the proof of Theorem 5.1, it is now not
hard to check that the function x 7→ λΩ(x, y) on Ω̄ is a solution of (43). □

Lemma 5.7. (i) If u ∈ Lip (Ω̄) is a subsolution of (5), then

u(x)− u(y) ≤ dΩ(x, y) for all x, y ∈ Ω̄.

(ii) If u ∈ Lip (Ω̄) is a subsolution of (6), then

u(x)− u(y) ≤ λΩ(x, y) for all x, y ∈ Ω̄.

Proof. (i) Let u ∈ Lip (Ω̄) be a subsolution of (5). We approximate u by a smooth function
uε ∈ C1(Ω̄) with ε > 0 (see the remark after Proposition A.7) such that |Duε(x)| ≤ 1 + ε
in Ω, observe that for any x, y ∈ Ω̄,

uε(x) = uε(y) +

∫ τ

0

Duε(X(s)) · Ẋ(s) ds ≤ uε(y) + (1 + ε)τ,

where (X, l, τ) ∈ SP(x) satisfies X(τ) = y and l(s) ≡ 0, and conclude that u(x) ≤ u(y) +
dΩ(x, y) for all x, y ∈ Ω̄.

(ii) Let u ∈ Lip (Ω̄) be a subsolution of (6). For each ε > 0, there is a function uε ∈ C1(Ω̄)
which satisfies 

|Duε(x)| ≤ 1 + ε for all x ∈ Ω,

1 + ν(x) ·Duε(x) ≤ 0 for all x ∈ ∂Ω,

∥uε − u∥∞,Ω < ε.

(See [12, Theorem 4.2] for this.) Then, arguing as in the proof of (i) above, we easily conclude
that u(x) ≤ u(y) + λΩ(x, y) for all x, y ∈ Ω̄. □

Lemma 5.8. (i) If u ∈ Lip (Ω̄) is a solution of (5), then

u(x) = min{u(y) + dΩ(x, y) : y ∈ ∂Ω} for all x ∈ Ω̄.

(ii) If u ∈ Lip (Ω̄) is a solution of (6), then

u(x) = min{u(y) + λΩ(x, y) : y ∈ ∂Ω} for all x ∈ Ω̄.

Proof. (i) We set

V (x) = min{u(y) + dΩ(x, y) : y ∈ ∂Ω} for x ∈ Ω̄.

By Lemma 5.7, we have

u(x) ≤ V (x) for all x ∈ Ω̄.

By the definition of V , we see that

V (x) ≤ u(x) for all x ∈ ∂Ω.

Hence, we have u(x) = V (x) for all x ∈ ∂Ω. According to Proposition A.5, the function V
is a solution of (5). Hence, by Lemma A.4, we conclude that u = V on Ω̄. The proof of (ii)
is similar to the above, and we skip it here. □
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Proof of Theorem 5.4. 1. We set

V (x, t) = inf{τ + u0(X(τ)) : (X, l, τ) ∈ SP(2;x, t)} for (x, t) ∈ Q̄.

We show that
V ∗(x, 0) ≤ u0(x) ≤ V∗(x, 0) for all x ∈ Ω̄

as well as the locally boundedness of the function V . Once this is done, we just need to
follow Steps 4, 5 and 6 of the proof of Theorem 5.1.

2. It is a standard observation that for each t > 0 the function w : x 7→ u(x, t) is a
solution of the eikonal equation |Dw(x)| = 1 in Ω. By assumption, we have u ∈ Lip (Q̄).
Hence, by the stability of the viscosity property, we see that u0 is a solution of |Dw(x)| = 1
in Ω. As in Step 2 of the proof of Theorem 5.1, we easily find a constant A > 0 such that

V (x, t) ≥ u0(x)− At for all (x, t) ∈ Q̄,

which proves that V is locally bounded below in Q̄ and that V∗(x, 0) ≥ u0(x) for all x ∈ Ω̄.
3. Next, fix any (x, t) ∈ ∂Ω× (0, ∞) and set

τ = t, l(s) = 1 and X(s) = x for s ∈ [0, τ ].

Observe that (X, l, τ) ∈ SP(2;x, t) and that

(44) V (x, t) ≤ τ + u0(X(τ)) = u0(x) + t.

Now fix any (x, t) ∈ Ω̄ × (0, ∞). By (i) of Lemma 5.8, there exists a point y ∈ ∂Ω such
that

(45) u0(x) = u0(y) + dΩ(x, y).

By the dynamic programming principle, we have

V (x, t) ≤ dΩ(x, y) + V (y, t).

Combining this with (44) and using (45), we get

V (x, t) ≤ dΩ(x, y) + u0(y) + t = u0(x) + t,

which shows that V is locally bounded above on Q̄ and that V ∗(x, 0) ≤ u0(x) for all x ∈
Ω̄. □
Proof of Theorem 5.5. 1. We write V (x) for the right hand side of (40). Since v−0 is a
subsolution of (5), by Lemma 5.7 we have

v−0 (x) ≤ V (x) for all x ∈ Ω̄.

On the other hand, in view of Proposition A.5 we see that V is a subsolution of (5). Also,
we have

V (x) ≤ v−0 (x) + dΩ(x, x) ≤ u0(x) for all x ∈ Ω̄.

Now, the maximality of v−0 ensures that V ≤ v−0 on Ω̄. Thus we conclude that V = v−0 on
Ω̄.

2. Let V (x) denote the right hand side of (41). By Lemma 5.7, we have

v−0 (x) ≤ v−0 (y) + dΩ(x, y) for all x, y ∈ Ω̄,

and hence, v−0 ≤ V on Ω̄. In view of Proposition A.5, the function V is a solution of
(5). By the minimality of v∞, we see that v∞ ≤ V on Ω̄. Note that v∞ ≥ v−0 on Ω̄ and
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V (x) ≤ v−0 (x) for all x ∈ ∂Ω. Hence, we have v∞(x) = v−0 (x) = V (x) for all x ∈ ∂Ω.
Now, by comparison (Lemma A.4), we get v∞ = V on Ω̄.

3. Let V (x) denote the right hand side of (42). As noted before, the function v∞ is a
supersolution of (6). In Step 2 above, we have observed that v∞ = v−0 on ∂Ω. According
to Lemma 5.6, the function V is a solution of (6). Since V ≤ v∞ on ∂Ω, by comparison,
we get V ≤ v∞ on Ω̄. Hence, by the maximality of u∞, we see that V ≤ u∞ on Ω̄. On
the other hand, by (ii) of Lemma 5.8, we find that

V (x) = min{λΩ(x, y) + v∞(y) : y ∈ ∂Ω}
≥ min{λΩ(x, y) + u∞(y) : y ∈ ∂Ω} = u∞(x) for all x ∈ Ω̄.

Thus, we have u∞ = V on Ω̄. □

6. More on the function λΩ

By the assumption that Ω is a bounded, open connected subset of Rn and is of class C1, we
deduce that ∂Ω consists of a finite number of connected components Γi, with i = 1, 2, ..., N .

We have shown in the proof of Theorem 2.3 that the function x 7→ dist (x, ∂Ω) on Ω̄ is
a solution of (6). The same proof shows that for each i = 1, ..., N , the function u(x) :=
dist (x,Γi) on Ω̄ is a solution of

(46)

{
|Du(x)| = 1 in Ω,

1 + ν(x) ·Du(x) = 0 on Γi.

For y ∈ Ω̄ and i, j = 1, ..., N we define

γ(y, i) := dist (y,Γi) = min{|y − z| : z ∈ Γi},

γ(i, j) := dist (Γi,Γj) = min{|x− y| : x ∈ Γi, y ∈ Γj}.

Let I denotes the set of all finite sequences (i1, ..., im) such that ij ∈ {1, ..., N} for all
j = 1, ...,m and ij ̸= ik if j ̸= k. For y ∈ Ω̄ and i = 1, ..., N we set

ai(y) = min{γ(y, i1) +
m−1∑
j=1

γ(ij, ij+1) : (i1, ..., im) ∈ I, im = i}.

Theorem 6.1. We have

(47) λΩ(x, y) = min{|x− y|, min{ai(y) + dist (x,Γi) : i = 1, ..., N}} for all x, y ∈ Ω̄.

Lemma 6.2. For each i = 1, ..., N we have

λΩ(x, y) = 0 for all x, y ∈ Γi.

Before going into the proof of the above lemma, we remark that λΩ(x, y) is symmetric in
x and y, that is,

λΩ(x, y) = λΩ(y, x) for all x, y ∈ Ω̄.

To see this, let x, y ∈ Ω̄ and (X, l, τ) ∈ SP(x) be such that X(τ) = y. We set

Y (s) = X(τ − s) and m(s) = l(τ − s) for s ∈ [0, τ ],
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then (Y,m, τ) ∈ SP(y) and Y (τ) = x. Moreover, we have∫ τ

0

(1− l(s)) ds =

∫ τ

0

(1−m(s)) ds,

and find that λΩ(x, y) = λΩ(y, x) for all x, y ∈ Ω̄. From this symmetry, λΩ(x, y) = λΩ(y, x),
it follows that λΩ(x, y) is Lipschitz continuous on Ω̄× Ω̄.

We remark also that the triangle inequality holds for λΩ:

λΩ(x, y) ≤ λΩ(x, z) + λΩ(z, y) for all x, y, z ∈ Ω̄.

Indeed, for any (X, l, τ) ∈ SP(x) and (Z,m, σ) ∈ SP(z) such that X(τ) = z and Z(σ) = y,
we define (ξ, p, τ + σ) ∈ SP(x) by concatenating (X, l) and (Z,m), i.e., by setting

(ξ(s), p(s)) =

{
(X(s), l(s)) for s ∈ [0, τ),

(Z(s),m(s)) for s ∈ [τ, τ + σ]

and observe that ξ(τ + σ) = y and

λΩ(x, y) ≤
∫ τ+σ

0

(1− p(s)) ds =

∫ τ

0

(1− l(s)) ds+

∫ σ

0

(1−m(s)) ds,

which implies that λΩ(x, y) ≤ λΩ(x, z) + λΩ(z, y).

Proof of Lemma 6.2. Let i = 1, ..., N and x, y ∈ Γi. By the connectedness and C1 regularity
of Γi, there exists a curve X ∈ Lip ([0, τ ],Rn) starting at x and ending at y such that
X(s) ∈ Γi for all s ∈ [0, τ ]. We may assume by an appropriate scaling if needed that
|Ẋ(s)| ≤ 1 a.e. in [0, τ ]. Fix any ε ∈ (0, 1) and set

Xε(s) = X(εs) and lε(s) = 1− ε2 for s ∈ [0, ε−1τ ].

Observe that

|Ẋε(s)|2 + lε(s)
2 ≤ ε2 + (1− ε2)2 < 1 a.e. in [0, ε−1τ ],

which assures that (Xε, lε, ε
−1τ) ∈ SP(x). Also , we have∫ ε−1τ

0

(1− lε(s)) ds = ετ.

Sending ε→ 0, we conclude that λΩ(x, y) = 0. □

We divide the proof of Theorem 6.1 into two parts.

Proof of Theorem 6.1, Part 1. We fix any y ∈ Ω̄ and write v(x) for the right hand side of
formula (47). Here we prove that

(48) v(x) ≤ λΩ(x, y) for all x ∈ Ω̄.

1. We first prove that v is a solution of (6). Let i = 1, ..., N . By the definition of ai(y), for
any sequence (i1, ..., im) ∈ I such that im = i, we have

ai(y) ≤ γ(y, i1) +
m−1∑
k=1

γ(ik, ik+1).
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In particular, if m = 1, then we get

ai(y) ≤ γ(y, i) ≤ |y − x| for all x ∈ Γi.

Also, for any j = 1, ..., N , if we choose (i1, ..., im) ∈ I, with im−1 = j, optimally so that

aj(y) = γ(y, i1) +
m−2∑
k=1

γ(ik, ik+1),

then we get

ai(y) ≤ aj(y) + γ(j, i) ≤ aj(y) + dist (x,Γj) for all x ∈ Γi.

Hence, by the definition of v, we see that v(x) = ai(y) for all x ∈ Γi. Note as well by the
definition of v that v(x) ≤ ai(y) + dist (x,Γi) for all x ∈ Ω̄.

Let ε > 0 and set

vε(x) = min{v(x), ai(y) + dist (x,Γi)− ε} for x ∈ Ω̄.

There exists an open neighborhood Vε, relative to Rn, of Γi such that

vε(x) = ai(y) + dist (x,Γi)− ε for all x ∈ Vε ∩ Ω̄.

It is now a standard observation that vε is a solution of (46). It is clear that

lim
ε→0

vε(x) = v(x) uniformly on Ω̄.

Hence, by the stability of the viscosity property under uniform convergence, we see that v
is a solution of (46). Since our choice of i is arbitrary, we may conclude that v is a solution
of (6). Noting that v(y) = 0, by Lemma 5.7, we conclude that (48) holds. □

Recalling the Jordan-Brouwer separation theorem (see for instance [11]), since the Γi are
compact, connected C1 hypersurfaces, we see that for each i = 1, 2, ..., N the open subset
Rn \ Γi of Rn has exactly two connected components O+

i and O−
i . Since Ω is connected and

does not intersect ∂Ω = ∪iΓi, for each i we have either Ω ⊂ O+
i or Ω ⊂ O−

i . We choose
our notation so that Ω ⊂ O−

i for all i = 1, ..., N .

Lemma 6.3. Let i, j ∈ {1, ..., N}. If i ̸= j, then Γj ⊂ O−
i .

Proof. Since Γj ⊂ Ω̄ ⊂ Ō−
i = Γi ∪O−

i and Γi ∩ Γj = ∅, we have Γj ⊂ O−
i . □

Lemma 6.4. We have Ω =
∩N

i=1O
−
i .

Proof. 1. We first show that the set
∩N

i=1O
−
i is connected. To do this, fix i = 1, ..., N and

an open connected subset O of Rn such that Γi ⊂ O and prove that O ∩ O−
i is connected.

Fix x, y ∈ O ∩O−
i . Since O is arc-wise connected, there exists a curve ξ ∈ C([0, 1],Rn) such

that ξ(0) = x, ξ(1) = y and ξ(t) ∈ O for all t ∈ [0, 1]. If ξ(t) ∈ O−
i for all t ∈ [0, 1], then we

are done. Otherwise, we may choose two numbers 0 < σ ≤ τ < 1 so that ξ(σ), ξ(τ) ∈ Γi and
ξ(t) ∈ O−

i for all t ∈ [0, σ)∪ (τ, 1]. Now, since Γi is locally diffeomorphic to a hyperplane, it
is not hard to find a small constant ε > 0 and a continuous curve η ∈ C([σ − ε, τ + ε], Rn)
such that η(σ − ε) = ξ(σ − ε), η(τ + ε) = ξ(τ + ε) and η(t) ∈ O−

i for all t ∈ [σ − ε, τ + ε].
Here it is assumed that 0 < σ − ε < τ + ε < 1. Moreover, we may select the curve η so that
the distance of the curve η to the hypersurface Γi,

max
t∈[σ−ε, τ+ε]

dist (η(t),Γi),
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is as small as required. Consequently, we may assume that η(t) ∈ O for all t ∈ [σ− ε, τ + ε].
Concatenating three curves ξ|[0, σ−ε] (the restriction of ξ to [0, σ− ε]), η and ξ|[τ+ε, 1], we get
a continuous curve in O ∩ O−

i connecting x and y. Hence, O ∩ O−
i is arc-wise connected,

which shows that it is connected.
We assume that N ≥ 2, note by Lemma 6.3 that Γ2 ⊂ O−

1 and apply the above observation
to O−

1 and O−
2 , to see that O−

1 ∩ O−
2 is connected. If N ≥ 3, then we note by Lemma 6.3

that Γ3 ⊂ O−
1 ∩O−

2 and use the above observation, to see that O−
1 ∩O−

2 ∩O−
3 is connected.

In general, by induction, we conclude that the set
∩N

i=1O
−
i is connected.

2. We know now that
∩N

i=1O
−
i is connected and includes the set Ω. To show the identity∩N

i=1O
−
i = Ω, we suppose that there exists a point x ∈

∩N
i=1O

−
i \ Ω and will get a contra-

diction. Fix a point x0 ∈ Ω and select a curve in
∩N

i=1O
−
i connecting x0 and x. Since x ̸∈ Ω,

the curve intersects ∂Ω at a point x1. Since, for each i, Γi does not intersects O−
i , the set

∂Ω =
∪N

i=1 Γi does not intersects
∩N

i=1O
−
i . These together yield a contradiction:

x1 ∈ ∂Ω ∩
N∩
i=1

O−
i = ∅. □

Lemma 6.5. For any x, y ∈ Ω we have

(49) λΩ(x, y) ≤ |x− y| for all x, y ∈ Ω̄.

Proof. By continuity, it is enough to show inequality (49) only for x, y ∈ Ω. Fix any x, y ∈ Ω
and consider the curve ϕ given by ϕ(t) := (1 − t)x + ty for t ∈ [0, 1]. Indeed, ϕ represents
the line segment between x and y.

1. Assume first that ϕ(t) ∈ Ω for all t ∈ [0, 1]. Fix any ε > 0, set τε := |x − y| + ε and
ϕε(t) := ϕ(τ−1

ε t) for t ∈ [0, τε], and note that (ϕε, τε, 0) ∈ SP(x) (that is, l(t) ≡ 0 in the
usual notation) and ϕ(τε) = y. By the definition of λΩ, we get

λΩ(x, y) ≤ τε = |x− y|+ ε,

which shows that (49) holds in this case.
2. Next assume that the curve ϕ intersects the complement of Ω. We show that there are

sequences {sk}mk=1 ⊂ (0, 1), {tk}mk=1 ⊂ (0, 1) and {ik}mk=1 ⊂ {1, ..., N} such that

(50)


0 < s1 ≤ t1 < s2 ≤ t2 < · · · < sm ≤ tm < 1,

ik ̸= ij if k ̸= j,

ϕ(sk) ∈ Γik , ϕ(tk) ∈ Γik for all k = 1, ...,m,

ϕ(t) ∈ Ω for all t ∈ [0, s1) ∪
∪m−1

k=1 (tk, sk+1) ∪ (tm, 1].

Here, since the ik are mutually different, m is not more than N .
It is obvious that ϕ([0, 1]) ∩ ∂Ω ̸= ∅. We set{

s1 = min{t ∈ [0, 1] : ϕ(t) ∈ ∂Ω},
t1 = max{t ∈ [0, 1] : ϕ(t) ∈ Γi1},

where i1 ∈ {1, ..., N} is chosen so that ϕ(s1) ∈ Γi1 . Note that such an i1 is uniquely
determined.
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Since both ϕ(0) and ϕ(1) are in Ω, it is clear that 0 < s1 ≤ t1 < 1 and also that ϕ(t) ∈ Ω
for all t ∈ [0, s1). Note that ϕ(1) ∈ Ω ⊂ O−

i1
and that ϕ((t1, 1]) ∩ Γi1 = ∅. Hence, the

connected set ϕ((t1, 1]) is included in Rn \ Γi1 and intersects O−
i1
, which implies that

(51) ϕ((t1, 1]) ⊂ O−
i1
.

By Lemma 6.3, we have ϕ(t1) ∈ Γi1 ⊂
∩

i̸=i1
O−

i , which implies that ϕ((t1, τ1]) ⊂
∩

i̸=i1
O−

i

for some τ1 ∈ (t1, 1]. Combining this with (51) and using Lemma 6.4, we see that

ϕ((t1, τ1]) ⊂
N∩
i=1

O−
i = Ω.

If ϕ((t1, 1]) ⊂ Ω, then we set m = 1 and we are done. Otherwise, we repeat the previous
argument, with the interval [0, 1] replaced by [τ1, 1]. (Note that t1 < τ1 < 1.) That is, we
set {

s2 = min{t ∈ [τ1, 1] : ϕ(t) ∈ ∂Ω},
t2 = max{t ∈ [τ1, 1] : ϕ(t) ∈ Γi2},

where i2 ∈ {1, ..., N} is the integer such that ϕ(s2) ∈ Γi2 . By the choice of t1, it is clear that
i2 ̸= i1. As in the first step of this iteration, we see that for some τ2 ∈ (t2, 1],

ϕ((t2, τ2]) ⊂ Ω.

We repeat this procedure of finding (sk, tk, ik) at mostN times before arriving the situation
that ϕ((tk, 1]) ⊂ Ω, to conclude that there exist sequences {sk}mk=1 ⊂ (0, 1), {tk}mk=1 ⊂ (0, 1)
and {ik}mk=1 ⊂ {1, ..., N} such that all the conditions of (50) hold.

3. By the triangle inequality, we get

λΩ(x, y) ≤ λΩ(ϕ(0), ϕ(s1)) +
m∑
k=1

λΩ(ϕ(sk), ϕ(tk))

+
m−1∑
k=1

λΩ(ϕ(tk), ϕ(sk+1)) + λΩ(ϕ(tm), ϕ(1)).

According to Lemma 6.2, we have

λΩ(ϕ(sk), ϕ(tk)) = 0 for all k = 1, ...,m.

Noting that

ϕ(t) ∈ Ω for all t ∈ [0, s1) ∪
m−1∪
k=1

(tk, sk+1) ∪ (tm, 1]

and arguing as in Step 1, we get
λΩ(ϕ(0), ϕ(s1)) ≤ |ϕ(0)− ϕ(s1)|,
λΩ(ϕ(tk), ϕ(sk+1) ≤ |ϕ(tk)− ϕ(sk+1)| for all k = 1, ...,m− 1,

λΩ(ϕ(tm), ϕ(1)) ≤ |ϕ(tm)− ϕ(1)|.
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Adding these all together, we obtain

λΩ(x, y) ≤ |ϕ(0)− ϕ(s1)|+
m−1∑
k=1

|ϕ(tk)− ϕ(sk+1)|+ |ϕ(tm)− ϕ(1)| ≤ |x− y|.

The proof is complete. □
Proof of Theorem 6.1, Part 2. As in Part 1, we fix any y ∈ Ω̄ and write v(x) for the right
hand side of formula (47). We show that

(52) λΩ(x, y) ≤ v(x) for all x ∈ Ω̄,

which will complete the proof of the theorem.
Fix any i ∈ {1, ..., N}. There exists a sequence (i1, ..., im) ∈ I such that im = i and

ai(y) = γ(y, i1) +
m−1∑
k=1

γ(ik, ik+1).

We may choose sequences (x1, ..., xm) ∈ (∂Ω)m and (y1, ..., ym−1) ∈ (∂Ω)m−1 so that{
γ(y, i1) = |y − x1|, x1 ∈ Γi1 ,

γ(ik, ik+1) = |yk − xk+1|, yk ∈ Γik , xk+1 ∈ Γik+1
for all k = 1, ...,m− 1.

By the triangle inequality, we get

λΩ(y, xm) ≤ λΩ(y, x1) +
m∑
k=1

λΩ(xk, yk) +
m−1∑
k=1

λΩ(yk, xk+1).

Hence, using Lemmas 6.2 and 6.5, we obtain

λΩ(y, xm) ≤ |y − x1|+
m−1∑
k=1

|yk − xk+1| = γ(y, i1) +
m−1∑
k=1

γ(ik, ik+1) = ai(y).

Thus we get

(53) λΩ(y, x) ≤ λΩ(y, xm) + λΩ(xm, x) = λΩ(y, xm) ≤ ai(y) for all x ∈ Γi.

By the definition of ai(y), it is obvious that v(x) = ai(y) for all x ∈ Γi and i = 1, ..., N .
This together with (53) assures that λΩ(x, y) ≤ v(x) for all x ∈ ∂Ω. By the standard
comparison result, we conclude that λΩ(x, y) ≤ v(x) for all x ∈ Ω̄. □

Appendix A

We present a comparison theorem for the eikonal equation with the dynamical boundary
condition. They are known in the literature (see for instance [5, 4, 12]), but for the reader’s
convenience we give here a proof.

We first consider the problem

(54)

{
aut(x, t) + |Dxu(x, t)| = f(x) in QT := Ω× (0, T ),

but(x, t) + cν(x) ·Dxu(x, t) = g(x) on ∂Ω× (0, T ),

where T > 0, a ≥ 0, b ≥ 0 and c > 0 are constants and f and g are continuous functions on
Ω̄ and ∂Ω, respectively.
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Theorem A.1. Assume that a+b > 0 and that minΩ̄ f > 0 if a = 0. Let u ∈ USC(Ω̄×[0, T ))
and v ∈ LSC(Ω̄× [0, T )) be a subsolution and a supersolution of (54), respectively. Assume
that u(x, 0) ≤ v(x, 0) for all x ∈ Ω̄ and that u and v are bounded on Ω̄× [0, T ). Then u ≤ v
on Ω̄× (0, T ).

In what follows we set

H(x, p) = |p| − f(x) for (x, t) ∈ Ω̄× Rn,

so that our equation reads

aut +H(x,Dxu) = 0 in QT .

Lemma A.2. Let γ, e ∈ Rn+1 and assume that γ · e > 0. Then there exists a function
ϕ ∈ C1(Rn+1) such that

(55)


ϕ(tξ) = t2ϕ(ξ) for all (t, ξ) ∈ R× Rn+1,

ϕ(ξ) > 0 if ξ ̸= 0,

γ ·Dϕ(ξ) ≥ 0 if e · ξ ≥ 0,

γ ·Dϕ(ξ) ≤ 0 if e · ξ ≤ 0.

See [15, 13, 12] for a proof of the above lemma. Indeed, the function

ϕ(ξ) =

∣∣∣∣ξ − e · ξ
e · ξ

γ

∣∣∣∣2 + (e · ξ)2

has the required properties.

Lemma A.3. Let u ∈ USC(Ω̄ × (0, T )) be a subsolution of (54). Assume that the family
{u(x, ·)}x∈Ω̄ of functions in (0, T ) is equi-Lipschitz continuous. Then u is Lipschitz contin-
uous in Ω̄× (0, T ). Moreover, if L is a Lipschitz bound of the family {u(x, ·)}x∈Ω̄ in (0, T ),
then the constant

LΩ(aL+ ∥f∥∞,Ω)

is a Lipschitz bound of the function u in QT .

Notice that LΩ indicates the Lipschitz constant introduced at the end of Section 1.

Proof. Let L > 0 be a Lipschitz bound for the family {u(x, ·)}x∈Ω̄, i.e.,
|u(x, t)− u(x, s)| ≤ L|t− s| for all x ∈ Ω̄ and t, s ∈ (0, T ).

Let (x, t) ∈ Ω̄×(0, T ) and (p, q) ∈ D+u(x, t). Since u is a subsolution of (54), we have either

(56) aq +H(x, p) ≤ 0,

or

(57) bq + cν(x) · p ≤ g(x) and x ∈ ∂Ω.

Also, we have
|q| ≤ L.

If x ∈ Ω, then we get
|p| ≤ aL+ ∥f∥∞,Ω,
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which implies that for each t ∈ (0, T ), the function u(·, t) is a subsolution of

|Dxu(x, t)| ≤ aL+ ∥f∥∞,Ω in Ω.

This implies further that the family {u(·, t)}t∈(0, T ) of functions in Ω is equi-Lipschitz con-
tinuous with a Lipschitz bound given by LΩ(aL+ ∥f∥∞,Ω), and we have

|u(x, t)− u(y, s)| ≤ LΩ(aL+ ∥f∥∞,Ω)(|x− y|2 + |t− s|2)1/2 for all (x, t), (y, s) ∈ QT .

Let u|QT
denote the restriction of u to the domain QT . We may extend u|QT

by conti-
nuity to the domain Ω̄ × (0, T ) and denote the resulting function as ū. Since u is upper
semicontinuous on Ω̄× (0, T ), ū ∈ Lip (Ω̄× (0, T )) and ū = u in QT , we have

ū ≤ u on ∂Ω × (0, T ).

If u = ū on Ω̄× (0, T ), then we are done.
Thus we need only to show that

(58) u ≤ ū on ∂Ω × (0, T ).

For this, we assume by contradiction that (58) were not the case, and will show a contradic-
tion. By this assumption, we find a point (x0, t0) ∈ ∂Ω× (0, T ) such that

u(x0, t0) > ū(x0, t0).

We may choose an open interval I ⊂ (0, T ), a function ψ ∈ C1(Ī) and a constant δ > 0 such
that 

t0 ∈ I ⊂ Ī ⊂ (0, T ),

ψ(t0) = 0, ψ(t) ≥ 0 for all t ∈ Ī ,

u(x0, t0)− ū(x0, t0) > δ,

u(x, t)− ū(x, t)− ψ(t) < 0 for all (x, t) ∈ Ω̄× ∂I.

By an approximation procedure, we find a function ϕ ∈ C1(Ω̄× Ī) such that

∥ū− ϕ∥∞, Ω̄×Ī <
δ

2
.

Note that if we set Φ(x, t) := u(x, t)− ϕ(x, t)− ψ(t), then

(59) max
Ω̄×Ī

Φ >
δ

2
> sup

Ω×I ∪ Ω̄×∂I

Φ.

Let ρ ∈ C1(Rn) be a defining function of Ω. We may assume that |Dρ(x)| ≥ 1 for all
x ∈ ∂Ω. Let ζ ∈ C1(R) be a nondecreasing function such that

ζ(0) = 0, 0 ≤ ζ ′(r) ≤ ζ ′(0) = 1, |ζ(r)| ≤ 1 for all r ∈ R.
Let ε > 0 be a small constant, and set

Ψ(x, t) = u(x, t)− ϕ(x, t)− ψ(t)− εζ(ε−2ρ(x)) for (x, t) ∈ Ω̄× Ī .

According to (59), if ε > 0 is sufficiently small, then the function Ψ attains its maximum
at some point (xε, tε) ∈ ∂Ω × I. For such a small ε > 0 and point (xε, tε), by the viscosity
property of u (i.e., by (56) and (57)), we have either

(60) aqε +H(xε, pε + ε−1Dρ(xε)) ≤ 0,
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or

(61) bqε + cν(xε) · (pε + ε−1Dρ(xε)) ≤ g(xε),

where pε := Dxϕ(xε, tε) and qε := ϕt(xε, tε) + ψ′(tε). Here we have used the fact that
ζ ′(ρ(xε)) = ζ ′(0) = 1. Inequalities (60) and (61) yield

ε−1 ≤ ε−1|Dρ(xε)| ≤ |pε|+ |pε + ε−1Dρ(xε)| ≤ |pε|+ f(xε)− aqε,

or
cε−1 ≤ cε−1|Dρ(xε)| = cε−1ν(xε) ·Dρ(xε) ≤ g(xε)− bqε + cν(xε) · pε

respectively. Since |pε| and qε are bounded as ε → 0, from these inequalities we get a
contradiction. □
Proof of Theorem A.1. We argue by contradiction: we assume that supΩ̄×[0, T )(u − v) > 0
and will get a contradiction. The following argument is divided into a few steps.

1. We may assume by replacing T by a number smaller than and close to T that u ∈
USC(Q̄T ) and v ∈ LSC(Q̄T ).

Let ε ∈ (0, 1). If a > 0, then we set

U ε(x, t) = u(x, t)− ε

T − t+ ε2
for (x, t) ∈ Q̄T .

Let M > 0 be a constant such that ∥g∥∞,Ω ≤M . If a = 0, then we set

U ε(x, t) = (1− ε)u(x, t)− εb−1M(T + ε2)2

T − t+ ε2
for (x, t) ∈ Q̄T .

Observe that if ε is sufficiently small, then

max
Q̄T

(U ε − v) > 0 > max
Ω̄×{0, T}

(U ε − v).

Observe also that if a > 0, then U ε is a subsolution ofaU
ε
t (x, t) +H(x,DxU

ε(x, t)) ≤ − εa

(T + ε2)2
in QT ,

bU ε
t (x, t) + cν(x) ·DxU

ε(x, t) ≤ g(x) on ∂Ω× (0, T ).

Moreover, if a = 0, we compute informally that

aU ε
t (x, t) +H(x,DxU

ε(x, t)) = (1− ε)|Dxu(x, t)| − f(x) ≤ −εf(x),
and that for any (x, t) ∈ ∂Ω× (0, T ),

bU ε
t (x, t) + cν(x) ·DxU

ε(x, t) = (1− ε)[but(x, t) + cν(x) ·Dxu(x, t)]−
εM(T + ε2)2

(T − t+ ε2)2

≤ (1− ε)g(x)− εM ≤ g(x),

and deduce that U ε is a subsolution of{
aU ε

t (x, t) +H(x,DxU
ε(x, t)) ≤ −εf(x) in QT ,

bU ε
t (x, t) + cν(x) ·DxU

ε(x, t) ≤ g(x) on ∂Ω× (0, T ).

Thus, replacing u by U ε, selecting ε > 0 sufficiently small and setting

µ = εmin
{ a

(T + ε2)2
, min

Ω̄
f
}
,
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we are in the situation that u is a subsolution of

(62)

{
aut(x, t) +H(x,Dxu(x, t)) ≤ −µ in QT ,

but(x, t) + cν(x) ·Dxu(x, t) ≤ g(x) on ∂Ω× (0, T ),

and

(63) max
Q̄T

(u− v) > 0 > max
Ω̄×{0, T}

(u− v).

2. Let ε > 0 be a small constant, and we consider the sup-convolution of u(x, t) in
t-variable. We set

(64) U ε(x, t) = max
s∈[0, T ]

(
u(x, s)− (t− s)2

ε

)
for (x, t) ∈ Q̄T .

This function U ε(x, t) is Lipschitz continuous in t-variable: indeed, we have

(65)
|U ε(x, t1)− U ε(x, t2)| ≤ ε−1 max

s∈[0, T ]
|(t1 − s)2 − (t2 − s)2|

≤ ε−12T |t1 − t2| for all t1, t2 ∈ [0, T ], x ∈ Ω̄.

It is easily seen that if M(x, t) denotes the set of all maximum points s ∈ [0, T ] in formula
(64), then

|t− s| ≤
(
2ε∥u∥∞,Q̄T

)1/2
for all s ∈ M(x, t), (x, t) ∈ Q̄T .

Hence, setting

δ(ε) =
(
2ε∥u∥∞,Q̄T

)1/2
,

we have
M(x, t) ⊂ (0, T ) for all (x, t) ∈ Ω̄× (δ(ε), T − δ(ε)).

It is now easily seen (and it is a standard observation) that U ε is a subsolution of

(66)

{
aU ε

t (x, t) +H(x,DxU
ε(x, t)) ≤ −µ in Ω× (δ(ε), T − δ(ε)),

bUt(x, t) + cν(x) ·DxU
ε(x, t) ≤ g(x) on ∂Ω× (δ(ε), T − δ(ε)).

In view of Lemma A.3, by the Lipschitz property (65) and the viscosity property (66), we
see that U ε is Lipschitz continuous in Ω̄× (δ(ε), T − δ(ε)). Noting that u ∈ USC(Q̄T ),

U ε(x, t) ≥ u(x, t) and lim
ε→0+

U ε(x, t) = u(x, t) for all (x, t) ∈ Q̄T ,

we see that if ε > 0 is sufficiently small, then

max
Ω̄×[2δ(ε), T−2δ(ε)]

(U ε − v) > 0 > max
Ω̄×{2δ(ε), T−2δ(ε)}

(U ε − v).

Fixing ε > 0 small enough, replacing u by U ε and writing J = (2δ(ε), T − 2δ(ε)), we get the
situation that u is Lipschitz continuous on Ω̄× J̄ , u is a subsolution of

(67)

{
aut(x, t) +H(x,Dxu(x, t)) ≤ −µ in Ω× J,

but(x, t) + cν(x) ·Dxu(x, t) ≤ g(x) on ∂Ω× J,

and

(68) max
Ω̄×J̄

(u− v) > 0 > max
Ω̄×∂J

(u− v).
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3. Let ρ ∈ C1(Rn) be a defining function of Ω. We may assume that

1 ≤ min
∂Ω

|Dρ| ≤ max
Ω̄

|Dρ| ≤ C for some constant C.

Let ε > 0 and set

U ε(x, t) = u(x, t)− ερ(x) for all (x, t) ∈ Ω̄× J̄ .

By assuming ε > 0 small enough, we may assume that

max
Ω̄×J̄

(U ε − v) > 0 > max
Ω̄×∂J

(U ε − v).

It is easily checked that U ε is a subsolution of{
aU ε

t (x, t) +H(x,DxU
ε(x, t)) ≤ −µ+ εC in Ω× J,

bU ε
t (x, t) + cν(x) ·DxU

ε(x, t) ≤ g(x)− εc on ∂Ω× J.

Thus, selecting ε > 0 sufficiently small and replacing u by U ε, we may assume that

u ∈ Lip (Ω̄× J̄),

max
Ω̄×J̄

(u− v) > 0 > max
Ω̄×∂J

(u− v),

and for some constant λ > 0,{
aut(x, t) +H(x,Dxu(x, t)) ≤ −λ in Ω× J,

but(x, t) + cν(x) ·Dxu(x, t) ≤ g(x)− λ on ∂Ω× J.
(69)

4. Now, we choose a maximum point (x̂, t̂) ∈ Ω̄ × J of u − v over Ω̄ × J̄ . Replacing the
function u(x, t) by the function

u(x, t)− ε(|x− x̂|2 + (t− t̂)2),

with ε > 0 sufficiently small and replacing λ by a smaller positive number, we may assume
that u− v has a strict maximum at (x̂, t̂).

If x̂ ∈ Ω, then the standard argument leads to a contradiction, the detail of which is
skipped here. We thus assume that x̂ ∈ ∂Ω. According to Lemma A.2, there is a function
ϕ ∈ C1(Rn+1) having the properties (55) with γ = (cν(x̂), b) and e = (ν(x̂), 0). For any
α > 0 we consider the function

Φ(x, t, y, s) = u(x, t)− v(y, s)− αϕ(x− y, t− s)− dν(x̂) · (x− y)

on (Ω̄× J̄)2, where d is the constant given by

cd = g(x̂)− λ

2
.

Let (xα, tα, yα, sα) be a maximum point of the function Φ.
Let L > 0 be a Lipschitz bound of the function u in Ω̄×J̄ . By the inequality Φ(xα, tα, yα, sα) ≥

Φ(yα, sα, yα, sα), we get

αϕ(xα − yα, tα − sα) ≤ L(|xα − yα|2 + |tα − sα|2)1/2 + |d||xα − yα|
≤ (L+ |d|)(|xα − yα|2 + |tα − sα|2)1/2.
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We set

θ = min
|ξ|=1

ϕ(ξ) (> 0),

and observe by the homogeneity of ϕ that

ϕ(ξ) ≥ θ|ξ|2 for all ξ ∈ Rn+1.

Combining these observations, we find that

(70) α(|xα − yα|2 + |tα − sα|2)1/2 ≤ θ−1(L+ |d|).
Moreover, by the standard argument, we deduce that

lim
α→∞

(xα, tα) = (x̂, t̂), lim
α→∞

(yα, sα) = (x̂, t̂),

lim
α→∞

αϕ(xα, tα, yα, sα) = 0,

lim
α→∞

u(xα, tα) = u(x̂, t̂), lim
α→∞

v(yα, sα) = v(x̂, t̂).

In particular, we may assume by choosing α large enough that tα, sα ∈ J .
Fix α > 0 so that tα, sα ∈ J . By the viscosity property of u, writing

αDϕ(xα − yα, tα − sα) =: (pα, qα) ∈ Rn × R,

we get either

(71)

{
aqα +H(xα, pα + dν(x̂)) ≤ −λ or

bqα + cν(xα) · (pα + dν(x̂)) ≤ g(xα)− λ and xα ∈ ∂Ω.

Also, we get either

(72)

{
aqα +H(yα, pα + dν(x̂)) ≥ 0 or

bqα + cν(yα) · (pα + dν(x̂)) ≥ g(yα) and xα ∈ ∂Ω.

Noting the homogeneity of the function Dϕ, i.e., the property that

Dϕ(tξ) = tDϕ(ξ) for all (t, ξ) ∈ R× Rn+1,

and setting zα := α(xα − yα) and rα = α(tα − sα), we have

(pα, qα) = Dϕ(zα, rα).

By (70), the collection {(zα, rα)}α>0 is bounded in Rn+1.
Consider the case where there is a sequence {αj} diverging to infinity such that

(73) bqα + cν(xα) · (pα + dν(x̂)) ≤ g(xα)− λ and xα ∈ ∂Ω for all α = αj.

We may assume by reselecting the subsequence {αj} if needed that for some (z, r) ∈ Rn+1,

lim
j→∞

(zαj
, rαj

) = (z, r).

For any defining function ρ ∈ C1(Rn) of Ω, we have

0 ≥ αρ(yα) = α(ρ(yα)− ρ(xα)) = −Dρ(xα) · zα + αo(|yα − xα|) as α = αj, j → ∞,

which yields

ν(x̂) · z ≥ 0.
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Hence, we have e · (z, r) ≥ 0, where e = (ν(x̂), 0). Now, since

lim
j→∞

(pαj
, qαj

) = lim
j→∞

Dϕ(zαj
, rαj

) = Dϕ(z, r),

by our choice of ϕ, we get
Dϕ(z, r) · (cν(x̂), b) ≥ 0.

Thus, sending j → ∞ in (73) with α = αj, we get

0 ≥ λ− g(x̂) + (cν(x̂), b) ·Dϕ(z, r) + cd ≥ λ

2
> 0,

which is a contradiction.
Next consider the case where there is a sequence {αj} diverging to infinity such that

bqα + cν(yα) · (pα + dν(x̂)) ≥ g(yα) and yα ∈ ∂Ω for all α = αj.

An argument parallel to the above yields a contradiction.
What remains is the case where we have both

aqα +H(xα, pα + dν(x̂)) ≤ −λ and aqα +H(yα, pα + dν(x̂)) ≥ 0

if α is sufficiently large. Hence, sending α→ ∞ along a sequence, we get

aq +H(x̂, p+ cν(x̂)) ≤ −λ < 0 ≤ aq +H(x̂, p+ cν(x̂))

for some (p, q) ∈ Rn × R, which is a contradiction. The proof is complete. □
The stationary eikonal equation (5) is of a special importance in this article and the

following is a well-known comparison result (see [14, 5, 2, 16] for instance) for (5).

Lemma A.4. Let v ∈ USC(Ω̄) and w ∈ LSC(Ω̄) be a subsolution and a supersolution of
(5), respectively. Assume that v(x) ≤ w(x) for all x ∈ ∂Ω. Then v ≤ w on Ω̄.

The following proposition is a well-known result for convex Hamilton-Jacobi equations
(see for instance [8, 9, 12]).

Proposition A.5. Let U be an open subset of Rn and H ∈ C(U × Rn). Assume that for
each x ∈ U , the function p 7→ H(x, p) is convex in Rn. Let F be a nonempty collection of
subsolutions of

(74) H(x,Du(x)) = 0 in U.

Assume that F is uniformly bounded and equi-Lipschitz in U . Set

u(x) = inf{v(x) : v ∈ F} for x ∈ U.

Then the function u is a subsolution of (74).

As is well-known, if we replace “inf” by “sup” in the above definition of u, the same
conclusion as above holds without the convexity of H.

Outline of proof. 1. Let ϕ ∈ Lip (U). We show that ϕ is a (viscosity) subsolution of (74)
if and only if H(x,Dϕ(x)) ≤ 0 a.e. in U . Note here by the Rademacher theorem that ϕ
is differentiable almost everywhere (and the gradient Dϕ obtained in the pointwise sense is
identical to that in the distributional sense). It is then obvious by the viscosity property
that if ϕ is a subsolution of (74), we have H(x,Dϕ(x)) ≤ 0 a.e. Next, assume that
H(x,Dϕ(x)) ≤ 0 a.e. in U . Fix any open ball B such that B̄ ⊂ U . Using the mollification
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technique and Jensen’s inequality, for each ε > 0, we can select a function ϕε ∈ C1(B̄) such
that {

H(x,Dϕε(x)) ≤ ε in B,

∥ϕε − ϕ∥∞,B < ε.

By sending ε→ 0, we see by the stability of the viscosity property under uniform convergence
that ϕ is a subsolution of (74) in B. Since the choice of balls B is arbitrary, we conclude
that ϕ is a subsolution of (74) in U .

2. Let v ∈ F . By the above equivalence, we have H(x,Dv(x)) ≤ 0 a.e. in U . Hence,
setting w := −v, we have H(x,−Dw(x)) ≤ 0 a.e. Note that for each x ∈ U , the function
p 7→ H(x,−p) is convex in Rn. Using the above equivalence again, we find that w := −v is
a subsolution of H(x,−Dw(x)) ≤ 0 in U . Since

−u(x) = sup{−v(x) : v ∈ F} for x ∈ U,

we see by the stability of the subsolution property under taking the pointwise supremum
that w := −u is a subsolution of H(x,−Dw(x)) ≤ 0 in U , which implies thanks to the above
equivalence that H(x,Du(x)) ≤ 0 a.e. Hence, again by the equivalence, we conclude that
u is a subsolution of (74). □
Example A.6. Let n = 1 and Ω = (0, 1). Consider the problem

(9)

{
ut + |Dxu| = 1 in Ω× (0, ∞),

ut = 0 on ∂Ω× (0, ∞),

together with the initial condition

(75) u(x, 0) = 2x for x ∈ Ω̄.

As Lemma 3.2 states, the comparison principle holds for Lipschitz continuous subsolutions
and supersolution of the above problem. In what follows we show that the comparison
principle does not hold for semicontinuous subsolutions and supersolutions of (9).

We set 
v(x) = x,

w(x, t) = 2x− t,

u(x, t) = max{v(x), w(x, t)}.
Note that v is a classical solution of (9) and that w is a classical solution of

wt + |Dxw| = 1 in Ω× (0, ∞)

and a classical subsolution of (9). Accordingly, u is a viscosity subsolution of (9).
Our claim here is that u is a solution of (9) satisfying the initial condition (75). It is clear

that u(x, 0) = 2x for all x ∈ Ω̄. We have already checked that u is a subsolution of (9). Note
that

u(x, t) = v(x) if t > x,

which shows that u is a classical solution of{
ut + |Dxu| = 1 in Q+,

ut = 0 on {0} × (0, ∞),
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where Q+ := {(x, t) : t > x}. Similarly, noting that

u = w if t < x,

we see that u is a classical solution of

ut(x, t) + |Dxu(x, t)| = 1 in Q−,

where Q− := {(x, t) ∈ Q : t < x}.
Fix any (x̂, t̂) ∈ Ω̄ × (0, ∞) such that v(x̂) = w(x̂, t̂). Obviously, 0 < x̂ ≤ 1 and t̂ = x̂.

Let ϕ ∈ C1Q̄) and assume that u − ϕ has a minimum at (x̂, t̂) = (x̂, x̂). The function
r 7→ (u− ϕ)(r, r) on (0, x̂] has a minimum at r = x̂ and we have

0 ≥ d

dr
(u− ϕ)(r, r)

∣∣∣
r=x̂

= 1− ϕx(x̂, x̂)− ϕt(x̂, x̂),

which yields
ϕt(x̂, t̂) + ϕx(x̂, t̂) ≥ 1.

Similarly, since the function r 7→ (u− ϕ)(r, t̂) on (0, x̂] has a minimum at r = x̂, we get

0 ≥ d

dr
(u− ϕ)(r, t̂)

∣∣∣
r=x̂

= 1− ϕx(x̂, x̂),

which shows that ϕx(x̂, t̂) ≥ 1 > 0. Hence, we get

ϕt(x̂, t̂) + |ϕx(x̂, t̂)| ≥ 1,

which assures that u is a supersolution of (9). Thus, we conclude that u is a viscosity solution
of (9).

We set

U(x, t) =

{
u(x, t) for (x, t) ∈ [0, 1)× [0, ∞),

2 for (x, t) ∈ {1} × [0, ∞).

The functions u and U differ only on the set {1} × (0, ∞) and the function U is upper
semicontinuous on Q̄. It is obvious to see that U is a viscosity subsolution of (9) and that
U(x, 0) = 2x = u(x, 0) for all x ∈ [0, 1] = Ω̄. Moreover, the inequality

U ≤ u on Q̄

does not hold. That is, in the framework of semicontinuous viscosity solutions, the compar-
ison principle does not hold.

Proposition A.7. For each δ > 0 there exists a C∞ diffeomorphism jδ of Rn such that

jδ(Ω̄) ⊂ Ω and |Djδ(x)− I| < δ for all x ∈ Rn,

where Djδ(x) and I denote the Jacobian matrix of jδ and the identity matrix, respectively,
and, for n× n matrix A, |A| denotes the operator norm of A, i.e., |A| = max|ξ|≤1 |Aξ|.

Let jδ be as above. Since Ω̄ is compact, the set jδ(Ω̄) is a compact subset of Ω. Therefore,
the set U := j−1

δ (Ω) is an open neighborhood of Ω̄ and Ū = j−1
δ (Ω̄). These observations are

useful to extend the domain of definition of functions on Ω̄ to a neighborhood of Ω̄. Let
u ∈ C(Ω̄). The function u ◦ jδ is defined on Ū , and D(u ◦ jδ)(x) = Djδ(x)

∗Du(jδ(x)) if
u is differentiable at jδ(x), with x ∈ U , where Djδ(x)

∗ indicates the transposed matrix of
Djδ(x). Moreover, this extension technique combined with the mollification can be used to
approximate a function of Ω̄ by a smooth function on Ω̄.
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Proof. 1. Extending the vector field ν on ∂Ω to the whole Rn as a bounded, continuous
vector field and then mollifying the resulting vector field, we can find a bounded, C∞ vector
field µ on Rn such that ν(x) · µ(x) > 0 for all x ∈ ∂Ω. Since ∂Ω is bounded, we may assume
that µ(x) = 0 if |x| is sufficiently large. We may assume by multiplying µ by a small positive
number if needed that |µ(x)| + |Dµ(x)| < 1 for all x ∈ Rn. Let δ ∈ (0, 1) and define the
mapping jδ : Rn → Rn by

jδ(x) = x− δµ(x).

The mapping x 7→ δµ(x) is a contraction on Rn, which ensures that the mapping jδ is
invertible. Indeed, for every x ∈ Rn, we have

|δDµ(x)| < δ

and, moreover,
|Djδ(x)− I| < δ.

2. Next we show that jδ(Ω̄) ⊂ Ω if δ ∈ (0, 1) is sufficiently small. Let ρ ∈ C1(Rn) be a
defining function of Ω. Observe that for any x ∈ Rn,

ρ(jδ(x)) = ρ(x)−
∫ δ

0

Dρ(x− tµ(x)) · µ(x) dt.

Note that if x ∈ ∂Ω, then µ(x) ·Dρ(x) > 0, which guarantees that there are a neighborhood
V of ∂Ω and δ0 ∈ (0, 1) such that∫ δ

0

Dρ(x− tµ(x)) · µ(x) dt > 0 for all x ∈ V, δ ∈ (0, δ0).

On the other hand, we have
sup
Ω\V

ρ < 0,

and hence, replacing δ0 by a smaller number if needed, we may assume that

ρ(jδ(x)) = ρ(x− δµ(x)) < 0 for all x ∈ Ω \ V, δ ∈ (0, δ0).

Thus, we have
ρ(jδ(x)) < 0 for all x ∈ Ω̄, δ ∈ (0, δ0),

and conclude that jδ(x) ∈ Ω for all x ∈ Ω̄ and δ ∈ (0, δ0). □
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