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Abstract. In this note we present a unified approach, based on pde methods,
for the study of averaging principles for (small) stochastic perturbations of Hamil-
tonian flows in two space dimensions. Such problems were introduced by Freidlin
and Wentzell and have been the subject of extensive study in the last few years.
When the Hamiltonian flow has critical points, it exhibits complicated behavior
near the critical points under a small stochastic perturbation. Asymptotically the
slow (averaged) motion takes place on a graph. The issues are to identify both the
equations on the sides and the boundary conditions at the vertices of the graph.
In their original work Freidlin and Wentzell, using probabilistic techniques, consid-
ered perturbations by Brownian motions, while later Freidlin and Weber studied,
combining probabilistic and analytic techniques based on hypoelliptic operators, a
special degenerate case. Recently Sowers revisited the uniformly elliptic case and
constructed what amounts to approximate correctors for the averaging problem.
Our approach is based on pde techniques, works for both cases and, as a matter of
fact, applies to more general degenerate anisotropic elliptic operators.

1. Introduction

In this note we present a unified approach, based on pde methods, for the study

of averaging principles for (small) stochastic perturbations of Hamiltonian flows in

two space dimensions. Such problems were introduced by Freidlin and Wentzell and

have been the subject of extensive study in the last few years. When the Hamilton-

ian flow has critical points, it exhibits complicated behavior near the critical points

under a small stochastic perturbation. Asymptotically the slow (averaged) motion

takes place on a graph. The issues are to identify both the equations on the sides and
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the boundary conditions at the vertices of the graph. In their original work Freidlin

and Wentzell [4], using probabilistic techniques, considered perturbations by Brown-

ian motions, while later Freidlin and Weber [3] studied, combining probabilistic and

analytic techniques based on hypoelliptic operators, a special degenerate case. More

recently Sowers [6, 5] revisited the nondegenerate problem and constructed what

amounts to approximate correctors for the averaging problem. Although natural,

finding such correctors involves serious technical difficulties near the critical points.

In this note we consider anisotropic, possibly degenerate perturbations, thus gener-

alizing significantly the previously known results. Using entirely pde-techniques, we

provide a considerably simpler and unified approach to study the problem. After the

statement of the problem we explain our strategy and discuss the new ideas we are

introducing here.

We begin by describing the general setting and introducing the necessary material

to state the asymptotic problem we are interested in.

We are given a Hamiltonian function

(1.1) H ∈ C4(R2) such that lim
|x|→∞

H(x) =∞,

with exactly three nondegenerate critical points z1, z2 and z3. Although it is possible

to consider more critical points, to keep the presentation simpler here we restrict to

the case of only three. More precisely, we assume that

(1.2)





there exist z1, z2, z3 ∈ R2 such that

DH(z1) = DH(z2) = DH(z3) = 0 and DH(z) 6= 0 in R2 \ {z1, z2, z3},
max(H(z1), H(z3)) < H(z2), and the matrices

D2H(z1) and D2H(z3) are positive definite and detD2H(z2) < 0,

and, to simplify the notation, henceforth we choose

z2 = 0 and H(0) = 0.

It follows from Morse theory (see [1]) that, for any h > 0, the open set {x ∈ R2 :

H(x) < h} is connected and the open set {x ∈ R2 : H(x) < 0} has exactly two

connected components D1 and D3 such that z1 ∈ D1 and z3 ∈ D3.

Next we choose h1, h2, h3 ∈ R such that

H(z1) < h1 < 0, 0 = H(z2) < h2 and H(z3) < h3 < 0,
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we consider the open sets

Ω2 = {x ∈ R2 : 0 < H(x) < h2}, and, for i ∈ {1, 3}, Ωi = {x ∈ Di : hi < H(x) < 0},

their “outer” boundaries

∂outΩi = {x ∈ Ω̄i : H(x) = hi},

as well as the intervals

J2 = (0, h2) and, for i ∈ {1, 3}, Ji = (hi, 0),

and, finally, for i ∈ {1, 2, 3} and h ∈ J̄i, the “loops”

ci(h) = {x ∈ Ω̄i : H(x) = h}.

The pde we study is set in the connected (a simple argument justifies the last

observation) set

Ω = {x ∈ R2 : H(x) = 0} ∪ (∪3
i=1Ωi),

with boundary

∂Ω = ∂outΩ1 ∪ ∂outΩ2 ∪ ∂outΩ3.

Finally, hence to forth, we write

(1.3) b = D̄H = (Hx2 , −Hx1),

where the subscript xi indicates the differentiation with respect to the variable xi.

The problem we are considering here is the asymptotic behavior, as ε → 0, of the

solution uε of the boundary value problem

(1.4)

{− div(ADuε)− (b0 + ε−1b) ·Duε = g in Ω ,

uε = ρε on ∂Ω.

We do not know if, in the generality described below, problem (1.4) has a unique

solution or not. In this note we do not address this issue but rather we concentrate

on the asymptotic analysis.
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We assume that
{

ρε ∈ C(∂Ω) and, for each i ∈ {1, 2, 3}, there exists a constant di

such that, in the limit ε→ 0, ρε → di uniformly on ∂outΩi,
(1.5)

A(x) = (aij)1≤i,j≤2 is a smooth, symmetric, nonnegative matrix,(1.6)

b0 is a smooth vector field,(1.7)

{
for i ∈ {1, 2, 3} and h ∈ J̄i \ {0}, there exists xih ∈ ci(h) such that

A(xih)DH(xih) ·DH(xih) > 0,
(1.8)

and




in a local orientation-preserving coordinate system at the origin,

where D2H(0) =

(
0 1

1 0

)
, a11(0) > 0 and a22(0) > 0.

(1.9)

A change of variables is orientation-preserving if its Jacobian is everywhere posi-

tive. A coordinate system is orientation-preserving if it is obtained from the original

coordinate system by an orientation-preserving change of variables. We remark (see

Appendix) that the form of (1.4) as well as the conditions (1.8) and (1.9) are invariant

under any orientation-preserving change of variables.

Regarding (1.9), we note that the Morse lemma (see [1]) yields, after a C2-orientation

preserving change of variables which fixes the origin, some κ > 0 such that

(1.10) H(x1, x2) = x1x2 in Sκ = {x ∈ R2 : max{|x1|, |x2|} ≤ κ} ⊂ Ω,

and, in these local coordinates,

D2H(0) =

(
0 1
1 0

)
.

For future reference we write

|D0H| =
(
a11H

2
x1

+ (a12 + a21)Hx1Hx2 + a22H
2
x2

)1/2
= (ADH ·DH)1/2,

and, for a smooth φ,

∆0φ = div(ADφ) = (a11φx1 + a12φx2)x1
+ (a21φx1 + a22φx2)x2

.

To state the result, we need some additional preliminary material. To this end, we

consider the initial value problem (Hamiltonian system)

(1.11) Ẋ(t) = D̄H(X(t)) and X(0) = x ∈ R2,
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which admits a unique global in time solution X(t, x). Note that, in view of (1.1),

X, Ẋ ∈ C3(R× R2;R2) and H(X(t, x)) = H(x) for all (t, x) ∈ R× R2.

Fix i ∈ {1, 2, 3} and h ∈ J̄i \ {0}. Since X(R, x) = {X(t, x) : t ∈ R} ⊂ ci(h) if

x ∈ ci(h), and D̄H(x) 6= 0 for all x ∈ ci(h), it is easily seen that the map t 7→ X(t, x)

is periodic in t for all x ∈ ci(h).

It follows from the geometry of the domains Ωi’s that, for any x ∈ ci(h) and h 6= 0,

(1.12) ci(h) = X(R, x),

and, moreover,

(1.13)

{
the minimal period Ti(h) of X(R, x) is independent of x ∈ ci(h)

and 0 < Ti(h) <∞.

Throughout the paper, for i = 1, 3, we fix pi ∈ ci(0) \ {0} and we denote by Yi(h)

the solution of the initial value problem

(1.14) Y ′i (h) =
DH(Yi(h))

|DH(Yi(h))|2 and Yi(0) = pi,

where Y ′i (h) = dYi(h)/dh, and we set

li = {Yi(t) : t ∈ [hi, h2]}.

It is immediate that

H(Yi(h)) = h for all h ∈ [hi, h2] and Yi ∈ C3([hi, h2];R2).

To simplify the presentation, we introduce Y2 and l2 as well just by setting either

(Y2, l2) = (Y1, l1) or (Y2, l2) = (Y3, l3).

Ω2

Ω1
Ω3

O

l1

l3
p1

p3
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In the sequel we make several observations and statements which hold true for all

i ∈ {1, 2, 3}. To avoid repeating the latter, henceforth, in all statements which hold

for all the i’s, we will simply write i.

Let Φi : R × J̄i → R2 be given by Φi(t, h) = X(t, Yi(h)). It follows that Φi ∈
C3(R× J̄i) and, since H(Φi(t, h)) = h for all (t, h) ∈ R× J̄i,
(1.15) detDΦi = 1 on R× J̄i.

The limit of the uε’s is described by the unique solution (u1, u2, u3) ∈ C(J̄1) ×
C(J̄2)× C(J̄3) of the boundary value problem

(1.16)





(TiAiui)
′′ − (TiBiui)

′ + (TiB0iui)
′ − TiC0iui + Tiĝi = 0 in Ji,

β2u
′
2(0) =

∑
i=1,3 βiu

′
i(0),

u1(0) = u2(0) = u3(0) and ui(hi) = di,

where, for h ∈ Ji,

(1.17)





Ai(h) = Ti(h)−1 ∫ Ti(h)

0
|D0H(Φi(t, h))|2dt,

Bi(h) = Ti(h)−1 ∫ Ti(h)

0
∆0H(Φi(t, h))dt,

B0i(h) = Ti(h)−1 ∫ Ti(h)

0
(b0 ·DH)(Φi(t, h))dt,

C0i(h) = Ti(h)−1 ∫ Ti(h)

0
div b0(Φi(t, h))dt,

ĝi(h) = Ti(h)−1 ∫ Ti(h)

0
g(Φi(t, h))dt,

βi = limh→0+(AiTi)((−1)ih).

As it is shown in Section 2, (1.16) can be rewritten as

(1.18)





Aiu
′′
i + (Bi +B0i)u

′
i + ĝi = 0 in Ji,

β2u
′
2(0) =

∑
i=1,3 βiu

′
i(0),

u1(0) = u2(0) = u3(0) and ui(hi) = di.

The result is:

Theorem 1.1. Assume (1.1), (1.2), (1.5), (1.6), (1.7), (1.8), (1.9), and let uε ∈
C2(Ω̄) and (u1, u2, u3) ∈ (C1(J̄1) ∩ C2(J1)) × (C1(J̄2) ∩ C2(J2)) × (C1(J̄3) ∩ C2(J3))

be a solution of (1.4) and the unique solution of (1.16) respectively. Then, as ε→ 0,

(1.19) uε → ui ◦H uniformly on Ω̄i.

This theorem was proved by Freidlin and Wentzell [4] for the Laplacian, i.e., A = I,

and with slightly more general Hamiltonian H. (Note that our restrictions on H are
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motivated by the desire to keep the presentation simpler.) Freidlin and Webber

[3] studied, using different techniques, a very special degenerate operator, namely

∆0φ = φx2x2 and a particular H. Finally Sowers [6, 5] considered extensions of [4]

and constructed what amounts to approximate correctors.

As remarked earlier here we prove a more general result and provide a unified

approach based entirely on pde methods. Our proof not only is simpler than the

earlier ones but also introduces several new ideas.

Next we outline some of the key points/steps of the paper. We begin with (1.16).

The fact that any uniform in Ω̄ limit of the uε’s is a function of H is due to the

presence of the ε−1 factor in front of the b in (1.4). The specific form of (1.16) follows

from the above observation and a more or less standard averaging argument. The

condition at the vertex is a consequence of simple integration by parts given that the

uε’s solve (1.4) in all of Ω. The heart of the argument is therefore to establish the

uniform convergence. This requires uniform in ε estimates, a delicate issue in view

of the linearity of the equation and the fact that the matrix A may be degenerate.

The former affects possible L∞ -bounds while the second comes in when trying to

obtain uniform gradient bounds. In the paper we obtain the L∞ -bounds in an

indirect way. First we prove the result assuming such bounds and then we use a

classical blow up argument to obtain the sup-estimates. Assuming the latter we use

standard arguments from the theory of viscosity solutions and the periodicity along

the trajectories of the Hamiltonian system (for h 6= 0) to prove that the largest and

smallest possible limits of the uε’s are solutions of the (1.16) away from the vertex.

A key step here is to use (1.8) to prove a local, uniform in ε, L2-estimate for the

derivative of the uε’s in a direction e. To find this direction we think that −b = −D̄H
has the direction of time, and, for x ∈ {|DH| 6= 0}, we choose a unit vector e 6= 0 so

that e and −b(x) span R2. This enables us to show that, along subsequences, the uε’s

converge along subsequences in {|DH| 6= 0} to a solution of the (1.16) away from the

vertex. To conclude we need to prove the convergence on Ω̄. For this we construct

appropriate inner and outer barriers that control the behavior near the origin and

∂Ω.

The paper is organized as follows. Section 2, which is divided into three parts,

is devoted to the analysis of (1.16). In the first part we study some properties of

the minimal periods. In the last two parts, we consider the coefficients of the ode in

(1.16) and provide the general formula for the solution of (1.16). Section 3 is devoted
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to the proof of Theorem 1.1. It relies on four results that we formulate as separate

theorems. They are: a, uniform in ε, L∞ -bound for the uε’s (Theorem 3.1, proved

in Section 3), the convergence along subsequences of the uε’s on the set {|D0H| > 0}
(Theorem 3.2, proved in Section 4 combined with Theorem 3.1), and the existence

of outer barriers and inner barriers (Theorem 3.3 and Theorem 3.4 respectively, both

proved in Section 5). In the proofs we repeatedly perform orientation preserving

changes of variables. We show in the Appendix that such transformations preserve

the general structure of the problem. Finally we also formulate as a lemma a simple

consequence of the classical Green’s theorem that we use several times in the proofs.

Throughout the paper we denote by C positive constants, that may change from line

to line and are independent of ε. The latter is always taken to be positive. Moreover

we use the term “solution” to mean either a classical (if smooth) or a viscosity (if

only continuous) solution.

We conclude with the notation we use in the paper.

Notation: For any a, b ∈ R, x = (x1, x2) ∈ R2, f : V → Rk, V ⊂ Rm, symmetric

matrix A of order k, and family of bounded functions wε : Ω→ R we have:




|x|∞ = max{|x1|, |x2|},
‖f‖∞,V = sup{|f(x)| : x ∈ V },
{f > 0} = {x ∈ V : f(x) > 0} for k = 1,

w+(x) = lim sup∗wε(x) = lim supy→x,ε→0w
ε(y),

w−(x) = lim inf∗wε(x) = lim infy→x,ε→0 w
ε(y).

2. The limit problem

2.1. Some properties of the minimal period. We study here the regularity and

the behavior for small h of the minimal periods T1, T2 and T3. Both are necessary for

the regularity of the coefficients of (1.16) as well as some other estimates later in the

paper. At first passage the reader may choose to skip the proofs.

We begin with

Lemma 2.1. Ti ∈ C3(J̄i \ {0}).

Proof. Since Yi ∈ C3(J̄i) is injective, we may choose φ ∈ C3(R2) such that, for all

x ∈ li, φ(x) = 0 and Dφ(x) 6= 0.

Set ψ(t, h) = φ(X(t, Yi(h))) for (t, h) ∈ R× J̄i, and note that, for all h ∈ J̄i \ {0},
ψ(Ti(h), h) = φ(Yi(h)) = 0. Moreover, since, for any h ∈ J̄i, the vectors Dφ(Yi(h))
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and D̄H(Yi(h)) are parallel to each other, we see that, if h ∈ J̄i \ {0}, then

ψt(Ti(h), h) = Dφ(Yi(h)) · Ẋ(Ti(h), Yi(h)) = Dφ(Yi(h)) · D̄H(Yi(h)) 6= 0,

and the claim follows from the implicit function theorem. �

The small h behavior of the Ti’s is the subject of

Lemma 2.2. There exists C > 0 such that, for all h ∈ Ji,
(2.1) C−1 log(|h|−1 + 2) ≤ Ti(h) ≤ C log(|h|−1 + 2).

Proof. Since the arguments are similar we only prove (2.1) for T2, which, for notational

simplicity, we denote for the rest of the proof by T .

In view of (1.10), we have

m = inf{|DH(x)| : x ∈ Ω, |H(x)| ≥ κ2/4} > 0.

Let h ∈ (0, κ2/4), fix x ∈ Ω2 so that h = H(x), consider the trajectory X(t) =

X(t, x) and observe that X(t̄) =
√
h(1, 1) ∈ Sκ for some t̄ ∈ [0, T (h)). Assuming

that, after a translation, X(0) =
√
h(1, 1), we find that X(t) =

√
h (et, e−t) for all

t ∈ [0, τ ] with τ > 0 given by
√
heτ = κ. It is then clear that τ < T (h) and, hence,

(2.2) T (h) > log(κh−1/2) for 0 < h < κ2/4.

If diam(B) denotes the diameter of the set B, we have

2 diam(c2(0)) ≤ 2 diam(c2(h)) ≤
∫ T (h)

0

|Ẋ|dt =

∫ T (h)

0

|̄DH(X)|dt ≤ T (h) sup
Ω
|DH|,

and, thus,

T (h) ≥ 2(sup
Ω
|DH|)−1 diam(c2(0)),

which yields, in view of (2.2), the lower bound for T2 in (2.1).

Applying Green’s theorem, for ∆ = ∂2/∂x2
1 + ∂2/∂x2

2, we find
∫

{h<H<h2}
∆Hdx =

∫ T (h2)

0

|DH(Φ2(t, h2))|2dt−
∫ T (h)

0

|DH(X(t))|2dt.

Accordingly, if h ≥ κ2/4,

m2 T (h) ≤
∫ T (h)

0

|DH(X(t)|2dt ≤
∫

Ω

|∆H|dx+

∫ T (h2)

0

|DH(Φ2(t, h2))|2dt,

and, hence,

(2.3) T (h) ≤ m−2
(∫

Ω

|∆H|dx+

∫

c2(h2)

|DH|dl
)
.
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On the other hand, if 0 < h < κ2/4, then assuming, as before, that X(0) =
√
h(1, 1)

and
√
heτ = κ, we find
∫

Ω

|∆H|dx+

∫

c2(h2)

|DH|dl ≥
∫ T (h)−τ

τ

|DH(X(t)|2dt ≥ m2(T (h)− 2τ),

and, hence,

T (h) ≤ 2τ +m−2
(∫

Ω

|∆H|dx+

∫

c2(h2)

|DH|dl
)

≤ 1

2
log(κ2h−1) +m−2

(∫

Ω

|∆H|dx+

∫

c2(h2)

|DH|dl
)
.

Combining the above estimate and (2.3) yields, for some other C > 0, the second

inequality in (2.1) for T2. �

2.2. The coefficients of the ode in (1.16). Here we establish the properties (posi-

tivity, regularity as well as what is necessary to show (1.18)) of the coefficients of the

ode in (1.16).

Applying Lemma 6.1 to

f1 = a11Hx1 + a12Hx2 and f2 = a21Hx1 + a22Hx2 ,

with αi = Ti(h) for h ∈ Ji, and differentiating the resulting formula with respect by

to h, we obtain

(2.4)

(TiAi)
′(h) =

d

dh

∫ Ti(h)

0

|D0H ◦ Φi(t, h)|2dt

=
d

dh

∫ Ti(h)

0

(f1Hx1 + f2Hx2) ◦ Φ(t, h)dt

=

∫ Ti(h)

0

(f1,x1 + f2,x2) ◦ Φi(t, h)dt =

∫ Ti(h)

0

∆0H ◦ Φi(t, h)dt

= (TiBi)(h),

and

(2.5)
(TiB0i)

′(h) =
d

dh

∫ Ti(h)

0

|(b0 ·DH) ◦ Φi(t, h)|2dt =

∫ Ti(h)

0

div b0 ◦ Φi(t, h)dt

= (TiC0i)(h).

We have:

Lemma 2.3. Ai, Bi ∈ C2(J̄i \ {0}), Ai > 0, and (2.4) and (2.5) hold for all h ∈ Ji.
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Proof. The positivity of the Ai’s is immediate from (1.17) and (1.8), the claimed

regularity follows from the fact that Ti ∈ C3(J̄i \ {0}), and the formulae were derived

above. �

Using (2.4) and (2.5) we find that the equation in (1.16) can be rewritten as

(2.6) (TiAiu
′
i)
′ + TiB0iu

′
i + Tiĝi = 0 in Ji,

or

(2.7) Aiu
′′
i + (Bi +B0i)u

′
i + ĝi = 0 in Ji.

We have:

Lemma 2.4. The constants βi in (1.17) are well-defined and positive and the func-

tions TiAi, (TiAi)
−1, TiB0i and B0i/Ai are uniformly continuous in Ji.

Proof. It is immediate from (1.17) that Ai, Bi and ĝi are bounded. Accordingly, in

view of Lemma 2.2, we see that TiBi ∈ L1(Ji) and, since

(TiAi)(h) = (TiAi)(hi) +

∫ h

hi

(TiBi)(η)dη,

TiAi is uniformly continuous in Ji and the limits βi = limh→0+(TiAi)((−1)ih) exist.

We focus now on T2A2, since the arguments for T1A1 and T3A3 are similar. In

view of (1.9) and (1.10), we may choose (by taking κ > 0 small enough) constants

0 < a0 ≤ a1 <∞ such that, for x ∈ Sκ,
a0 ≤ min{a11(x), a22(x)} ≤ max{a11(x), a22(x)} ≤ a1

and, hence,

|a12(x)| = |a21(x)| ≤
√
a11(x)a22(x) ≤ a1.

Fix h ∈ (0, e−4a1/a0κ2), set x =
√
h(1, 1) ∈ V and X(t) = X(t, x), and recall that

X(t) =
√
h(et, e−t) for |t| ≤ τ , where, as before,

√
heτ = κ.

As in the proof of Lemma 2.2, we find that T2(h) > τ and, hence,
∫ T2(h)

0

|D0H(X(t))|2dt ≥
∫ τ

0

(
a0X2(t)2 − 2a1|X1(t)X2(t)|+ a0X2(t)2

)
dt

=h

∫ τ

0

(
a0(e2t + e−2t)− 2a1

)
dt >

a0h

2

(
e2τ − 1

)− 2a1hτ.

Noting that

2τ = log
κ2

h
≥ 4a1

a0

and e2τ − 1 > 2τ + 2τ 2 > 2τ 2 ≥ 8a1τ

a0

,
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we get

(T2A2)(h) ≥ a0h

4
(e2τ − 1) + 2a1hτ − 2a1hτ =

a0

4
(κ2 − h) ≥ a0

4
(1− e−

4a1
a0 )κ2.

Since T2A2 > 0 in (0, h2], we conclude that

inf
h∈J2

(T2A2) (h) > 0.

Hence, βi > 0, and the function (TiAi)
−1 is uniformly continuous in Ji.

Similarly, we have TiC0i ∈ L1(Ji) and

(TiB0i)(h) = (TiB0i)(hi) +

∫ h

hi

(TiC0i)(η)dη,

and therefore, the function TiB0i is uniformly continuous in Ji.

The last claim is a consequence of the already obtained regularity. �

Set

(2.8) γi = (TiB0i)(0) = lim
h→0+

(TiB0i)((−1)ih).

We have:

Lemma 2.5.
∑3

i=1(−1)iβi = 0 and
∑3

i=1(−1)iγi = 0.

Proof. Fix 0 < ε < min{(−1)ihi : i = 1, 2, 3}, let Ω(ε) = {x ∈ Ω : |H(x)| < ε},
observe that ∂Ω(ε) has three connected components c1(−ε), c2(ε) and c3(−ε), and

note that, for x ∈ c2(ε), DH(x) points outward from Ω(ε), while, for i = 1, 3 and

x ∈ ci(−ε), DH(x) points inward to Ω(ε).

Using Lemma 6.1 with f1 = a11Hx1 + a12Hx2 and f2 = a21Hx1 + a22Hx2 , we find
∫

Ω(ε)

∆0H(x)dx = −
∑
i=1,3

∫ Ti(−ε)

0

|D0H|2(Φi(t,−ε))dt

+

∫ T2(ε)

0

|D0H|2(Φ2(t, ε))dt.

Similarly we have
∫

Ω(ε)

div b0(x)dx = −
∑
i=1,3

∫ Ti(−ε)

0

(b0 ·DH)(Φi(t,−ε))dt

+

∫ T2(ε)

0

(b0 ·DH)(Φ2(t, ε))dt.

Letting ε→ 0 yields the claim. �
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2.3. The boundary value problem for the ode. Solutions u = (u1, u2, u3) of the

ode (1.18), without the boundary conditions, are given, for some constants Cij, with

i = 1, 2, 3, j = 1, 2, by

(2.9)

ui(h) =Ci1 + Ci2

∫ h

0

(TiAi)(η)−1e−
∫ η
0 B0i(t)Ai(t)

−1

dtdη

−
∫ h

0

(TiAi)(η)−1

∫ η

0

e−
∫ η
ξ B0i(s)Ai(s)

−1ds(Tiĝi)(ξ)dξdη.

Using the boundary conditions of (1.18) in (2.9) we find

(2.10) ui(0) = Ci1, u′i(0) =
Ci2

(TiAi)(0)
=
Ci2
βi

and ui(hi) = Ci1 + Ci2Pi −Qi,

where

(2.11)

Pi =

∫ hi

0

(TiAi)(η)−1e−
∫ η
0 B0i(t)Ai(t)

−1dtdη,

Qi =

∫ hi

0

(TiAi)(η)−1

∫ η

0

e−
∫ η
ξ B0i(s)Ai(s)

−1ds(Tiĝi)(ξ)dξdη.

The above and the boundary conditions at the vertex in (1.18) lead to the linear

system

C11 = C21 = C31, C22 =
∑
i=1,3

Ci2 and Ci1 + Ci2Pi −Qi = di,

whose unique solution is given by

(2.12) Ci1 =

∑3
i=1(−1)iP−1

i (di +Qi)∑3
i=1(−1)iP−1

i

and Ci2 = P−1
i (di +Qi − Ci1).

3. The proof of the main theorem

We formulate here as theorems the steps, described in the informal discussion at

the end of the Introduction, that lead to the proof of Theorem 1.1.

We have:

Theorem 3.1. (uniform bound) Assume (1.1), (1.2), (1.5), (1.6), (1.7), (1.8),

(1.9) and let uε be a solution of (1.4). There exists ε0 > 0 such that

(3.1) sup
0<ε<ε0

‖uε‖∞,Ω <∞.

Theorem 3.1, which is very important for the proof of Theorem 1.1, is proved by a

blow up argument provided that we can first prove it under the additional assumption

that (3.1) holds. The proof of the convergence of the uε’s, if (3.1) holds, consists of

three steps which we formulate as separate theorems. The first is to show, that along
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subsequences, the uε’s converge, locally uniformly, in Ω \ {0}. The next two steps

entail the construction of appropriate barriers yielding the convergence away from

the origin and, finally, on Ω̄.

We have:

Theorem 3.2. (precompactness) Assume (1.1), (1.2), (1.5), (1.6), (1.7), (1.8),

(1.9), and let uε be a solution of (1.4) and set N = {x ∈ Ω : |D0H(x)| > 0}. Let

{εj}j∈N ⊂ (0, ∞) be a sequence converging to zero such that supj∈N ‖uεj‖∞,Ω < ∞.
Then the family {uεj} is precompact in in C(N).

Theorem 3.3. (outer barriers) Assume (1.1), (1.2), (1.5), (1.6), (1.7), (1.8), (1.9),

let 0 < h0 < mini=1,2,3 |hi| and set Ii = (hi, −h0) if i = 1, 3 and I2 = (h0, h2). There

exist ε0 ∈ (0, 1) and families {wεi }ε∈(0, ε0) ⊂ C2(Ω̄i ∩ {|H| ≥ h0}), such that wεi is a

solution of

−(∆0 + (b0 + ε−1b) ·D)wεi ≤ −1 in Ωi ∩ {|H| > h0},
wεi ≤ −1 on Ωi ∩ {|H| = h0},

and, as ε → 0, the wεi ’s converge uniformly to some wi ∈ C(Ω̄i ∩ {(−1)iH ≥ h0})
and wεi → di uniformly on ∂outΩi.

Theorem 3.4. (inner barriers) Assume (1.1), (1.2), (1.5), (1.6), (1.7), (1.8) and

(1.9). There exist ε0 ∈ (0, 1), a neighborhood V ⊂ Ω of the origin and a family

{vε}ε∈(0, ε0) ⊂ C2(V ) such that vε solves

−(∆0 + (b0 + ε−1b) ·D)vε ≤ −1 in V,

and, as ε→ 0, vε → 0 uniformly on V.

Assuming temporarily Theorems 3.1, 3.2, 3.3 and 3.4, we continue with the

Proof of Theorem 1.1. Theorems 3.1 and 3.2 yield the existence of sequences εj → 0

along which the uεj ’s converge locally uniformly in N .

In order to show the convergence of the whole family uε in Ω̄, it is enough to prove

that the uεj ’s converge uniformly in Ω̄i to ui ◦H –recall that (u1, u2, u3) is the unique

solution of (1.16).

We introduce next the classical half-relaxed limits ( see [2])

u+ = lim sup∗uεj and u− = lim inf∗uεj ,
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which, in view Theorem 3.1, are well-defined and bounded on Ω̄. The aim is thus to

show that u+ = u− = ui ◦H on Ω̄i.

The first step is to prove that, for each i, there exists some vi ∈ C(Ji) such that

u+ = u− = vi ◦H in Ωi.

Noting that the theory of viscosity solutions yields

−b ·Du+ ≤ 0 and − b ·Du− ≥ 0 in Ω,

it follows that u+ and u− are respectively nondecreasing and nonincreasing along the

curve (X(t, x))t∈R, given by (1.11).

Next fix i ∈ {1, 2, 3} and x ∈ Ωi and set h = H(x). The monotonicity of u+ along

the curve (X(t, x))t∈R yields, for all t ∈ [0, Ti(h)],

u+(x) = u+(X(Ti(h), x)) ≥ u+(X(t, x)) ≥ u+(X(0, x)) = u+(x),

i.e., u+ is constant on the loop ci(h). Similarly, we find that u− is constant on the

loop ci(h) as well.

Since, in view of (1.8), the loop ci(h) intersects N , and, by the choice of the εj’s,

u+ = u− in ci(h) ∩ N (recall that the uεj ’s converge in N), we finally find that, for

some constant vi(h) depending on i and h,

(3.2) u+ = u− = vi(h) on ci(h).

In particular, u+ = u− in Ω \ {H 6= 0}, which implies that u+ = u− ∈ C(Ω \ {H 6=
0}), and, hence, vi ∈ C(Ji).

The next step is to establish that u+ = u− in {H = 0} \ {0}. We assume in the

rest of proof that (1.10) holds. Then we have that

{H = 0} ∩ Sκ = {x ∈ Sκ : x1 = 0} ∪ {x ∈ Sκ : x2 = 0},
{H = 0} = c2(0) = c1(0) ∪ c3(0),

and, for x ∈ Sκ \ {0},
|D0H(0, x2)|2 = a22(0, x2)x2

2 and |D0H(x1, 0)|2 = a11(x1, 0)x2
1.

In view of (1.9), we may also choose κ > 0 small enough so that |D0H|2 > 0 in

{H = 0} ∩ Sκ \ {0}. It follows that {H = 0} ∩ Sκ \ {0} ⊂ N and, hence,

u+ = u− in {H = 0} ∩ Sκ \ {0}.
Next we fix i ∈ {1, 3} and x ∈ ci(0) \ {0}, and note that there exist y, z ∈ ci(0) ∩

Sκ and s < 0 < t such that X(s, x) = y and X(t, x) = z. Using, as above, the

monotonicity of u± along the curves (X(t, x))t∈R, we conclude that u+ = u− = vi(0)
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on ci(0) \ {0} for some constant vi(0). Moreover, we see that vi(0) = limh→0+ ui(h) =

limh→0− vi(h). In particular, setting v2(0) = limh→0+ u2(h), we find that

v1(0) = v2(0) = v3(0) and vi ∈ C(Ji ∪ {0}).
Now we prove that u+(0) = u−(0). Observe that, in view of Theorem 3.4, there

exist ε0 > 0, a neighborhood V of the origin, and a family {vε}ε∈(0,ε0) ⊂ C2(V ) such

that

−(∆0 + (b0 + ε−1b) ·D)vε ≤ −1 in V and lim
ε→0
‖vε‖∞,V = 0.

By choosing κ > 0 even smaller, if needed, we may assume that Sκ ⊂ V , and, for

δ > 0, we set

Sκ,δ = {x ∈ Sκ : |H(x)| ≤ δ} and ej(κ, δ) = max{|uεj(x)− v1(0)| : x ∈ ∂Sκ,δ},
and observe that, since v1(0) = v2(0) = v3(0), for each i ∈ {1, 2, 3},

lim
δ→0

lim
j→∞

ej(κ, δ) = lim
δ→0

max{|vi(h)− vi(0)| : 0 ≤ (−1)ih ≤ δ} = 0.

Set

fj = v1(0)− ej(κ, δ)− (‖g‖∞,Ω + 1)(‖vεj‖∞,V + vεj) in Sκ,δ,

and note that

− (∆0 + (b0 + ε−1b) ·D)fj ≤ −‖g‖∞,Ω − 1 ≤ g − 1 in Sκ,δ,

uεj ≥ fj on ∂Sκ,δ.

The maximum principle implies that uεj ≥ fj on Sκ,δ, and, hence, after sending

first j →∞ and then δ → 0, we get u−(0) ≥ v1(0).

A similar argument with fj replaced by the function

fj = v1(0) + ej(κ, δ) + (‖g‖∞,Ω + 1)(‖vεj‖∞,V − vεj) for x ∈ Sκ,δ,
yields u+(0) ≤ v1(0) and, thus, u+(0) = u−(0) = vi(0) for i ∈ {1, 2, 3}.

Fix h0 ∈ (0,mini=1,2,3 |hi|) and observe that, in view of Theorem 3.1, there exist

ε0,M > 0 so that M > ‖g‖∞,Ω̄ + supε∈(0,ε0) ‖uε‖∞,Ω.

Replacing, if needed, ε0 by a smaller positive number, we recall that Theorem 3.3

yields a family {wε}ε∈(0, ε0) ⊂ C2(Ω̄i ∩ {|H| ≥ h0}) which converges uniformly in

Ω ∩ {|h| ≥ h0}.
In addition,

−(∆0+(b0+ε1b)·D)wε ≤ −1 in Ω∩{|H| > h0} and wε ≤ −1 on Ωi∩{|H| = h0},
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and

lim
ε→0

wε = M−1di on ∂outΩi.

If

f ε = Mwε −max{|ρε(x)− di| : x ∈ ∂outΩi, i = 1, 2, 3},
then

−(∆0 + (b0 + ε−1b) ·D)f ε ≤ −M < g in Ω ∩ {|H| > h0},
f ε ≤ uε on ∂

(
Ω ∩ {|H| > h0}

)
and lim

ε→0
f ε = di uniformly on ∂outΩi.

Since, by comparison, f ε ≤ uε on Ω̄ ∩ {|H| > h0}, for each i ∈ {1, 2, 3}, we find

that di ≤ u− on ∂outΩi, and, by a similar argument, di ≥ u+ on ∂outΩi. Hence,

u− = u+ = di on ∂outΩi.

Since u+ = u− everywhere, it is now easy to see that, as j →∞,

uεj → vi ◦H uniformly on Ω̄i.

The last step is to identify (v1, v2, v3) as the unique solution of (1.16), and, hence,

conclude that, as ε→ 0, the uε’s converge to ui ◦H uniformly in Ω̄.

To this end, fix i ∈ {1, 2, 3} and φ ∈ C2
0(Ji). Integrating (1.4) by parts, we find∫

Ωi

{uε(φ′′ ◦H|D0H|2 + φ′ ◦H (∆0H − b0 ·DH)− div b0 φ ◦H) + gφ ◦H}dx = 0.

Taking ε = εj and sending j →∞, we get

(3.3)

∫

Ji

Ti(h){(Aiviφ′′ + (Bi −B0i)viφ
′) + (ĝi − C0ivi)φ}dh = 0.

Since φ is arbitrary, in view of (2.3), (2.5) and (2.6), (3.3) gives

Aiv
′′
i + (Bi +B0i)v

′
i + ĝi = 0 in Ji.

Next fix φ ∈ C2
0(J) with J = (max{h1, h3}, h2), and observe, as above, that∫

Ω

{uε(φ′′ ◦H|D0H|2 + φ′ ◦H(∆0H − b0 ·DH)− div b0 φ ◦H) + gφ ◦H}dx = 0,

and, therefore,

(3.4)

0 =

∫ h2

0

T2{(A2v2φ
′′ + (B2 −B02)v2φ

′) + (ĝ2 − C02v2)φ}dh

+
∑
i=1,3

∫ 0

hi

Ti{(Aiviφ′′ + (Bi −B0i)viφ
′) + (ĝi − C0ivi)φ}dh.

Since

(TiAiviφ
′ − TiAiv′iφ)′ = (TiAi)

′viφ′ + TiAiφ
′′ − (TiAiv

′
i)
′φ,
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and

(TiB0iviφ)′ = TiB0iviφ
′ + (TiB0i)

′viφ+ TiB0iv
′
iφ,

integrating by parts, with 0 < δ < h2, and using (2.4) and (2.5) we find

− (T2A2v2φ
′ − T2A2v

′
2φ− T2B02v2φ)(δ)

=

∫ h2

δ

{(T2A2)′v2φ
′ + T2A2φ

′′ − (T2A2v
′
2)′φ− (T2B02v2φ

′ + (T2B02)′v2φ)

+ T2B02v
′
2φ}dh

=

∫ h2

δ

{T2A2φ
′′ + T2B2v2φ

′ − (T2B02v2φ
′ + T2C02v2φ)− (T2A2v

′
2)′φ− T2B02v

′
2φ}dh

=

∫ h2

δ

{T2A2φ
′′ + T2B2v2φ

′ − (T2B02v2φ
′ + T2C02v2φ)− (T2A2v

′
2)′φ− T2B02v

′
2φ}dh

=

∫ h2

δ

{T2A2φ
′′ + T2B2v2φ

′ − (T2B02v2φ
′ + T2C02v2φ) + T2ĝ2φ}dh.

Hence,

−(T2A2v2φ
′ − T2A2v

′
2φ− T2B02v2φ)(0)

=

∫ h2

0

{T2A2φ
′′ + T2B2v2φ

′ − (T2B02v2φ
′ + T2C02v2φ) + T2ĝ2φ}dh.

Similarly, for i ∈ {1, 3}, we have

(TiAiviφ
′ − TiAiv′iφ− TiB0iviφ)(0)

=

∫ 0

hi

{TiAiφ′′ + TiBiviφ
′ − (TiB0iviφ

′ + TiC0iviφ) + Tiĝiφ}dh,

and, therefore, in view of (3.4) and (2.8),

0 = (−β2v2(0) +
∑
i=1,3

βivi(0))φ′(0) + (β2v
′
2(0) + γ2v2(0)−

∑
i=1,3

(βiv
′
i(0) + γivi(0)))φ(0).

If we choose φ so that φ′(0) = 0 and φ(0) 6= 0 and note that γ2 =
∑

i=1,3 γi, by

Lemma 2.5, and v1(0) = v2(0) = v3(0), then we find that the boundary condition

(3.5) β2v
′
2(0) =

∑
i=1,3

βiv
′
i(0)

is satisfied. Thus the triple (v1, v2, v3) is the solution of (1.16). �

We conclude this Section with the
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Proof of Theorem 3.1. We use a standard blow-up argument. Arguing by contradic-

tion, we assume that there exists εj → 0 such that

lim
j→∞
‖uεj‖∞,Ω =∞.

To this end, let Mj = ‖uεj‖∞,Ω, φj = uεj/Mj, and observe that φj is a solution of

(1.4), with ε, g and ρε replaced respectively by εj, g/Mj and ρεj/Mj. Moreover, as

j →∞, the g/Mj’s and ρεj/Mj’s converge to zero uniformly on Ω and ∂Ω respectively.

Finally, we have ‖φj‖∞,Ω = 1 for j ∈ N.

We may now apply the argument of the proof of Theorem 1.1, where the uniform

boundedness of the uε’s is assumed, to the sequence {φj} in place of {uεj} to conclude

that the φj’s converge uniformly in Ω̄ to ψi ◦H on Ω̄i, where the triple (ψ1, ψ2, ψ3) is

the unique solution of (1.16) with di = 0 for all i. Obviously, the triple (0, 0, 0) is a

solution of this ode problem. Therefore, we have ψi = 0 for all i. However, this shows

that the functions φj converge to zero uniformly on Ω as j → ∞, which contradicts

the fact that ‖φj‖∞,Ω = 1 for all j. �

4. The local compactness

To prove Theorem 3.2 it is necessary to obtain some, independent of ε, apriori

bounds for Duε. Since the matrix A may be degenerate, we do not have global

Lipschitz bounds for the uε’s. To go around this difficulty, we use the structure of the

Hamiltonian H. In particular we use the fact that, if for some unit vector e ∈ R2 and

x ∈ Ω, e · DH(x) 6= 0, then, in a neighborhood of x, (1.4) behaves like a parabolic

equation, with −b as the time direction, and a small parameter in front of the all the

other terms.

In the next Theorem, we assume some apriori bounds, which we prove later, and

show the existence of a convergent subsequence uj = uεj as εj → 0.

Theorem 4.1. Fix x0 ∈ Ω and a sequence εj → 0, and, in addition to the assump-

tions of Theorem 3.2, assume that, for some unit vector e0 ∈ R2 and a compact

neighborhood U ⊂ Ω of x0, e0 ·DH(x0) 6= 0 and

(4.1) sup
j∈N

(
‖uεj‖∞,U +

∫

U

(e0 ·Duεj(x))2dx
)
<∞.

There exists a neighborhood V of x0 and a subsequence {uεjk}k∈N such that

lim sup
k→∞

∗ uεjk = lim inf
k→∞ ∗ uεjk in V.
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Proof. After rotating coordinates (see Appendix) we may assume that e0 = (0, 1)

and, hence, e0 ·DH(x) = Hx2(x). Moreover to simplify the presentation we write uj

for uεj .

First we prove the claim in the special case that, for all x ∈ U , H(x) = x2 where,

for a, b > 0, U = [x01 − a, x01 + a]× [x02 − b, x02 + b].

To this end, we write (s, t) for x−x0, i.e., x1 = x01 + s and x2 = x02 + t, and, thus,

we regard uj, aij, b0 and g as functions of (s, t), and we note that, in this simplified

setting, D̄H(x) = (1, 0) for x ∈ U and the pde for u = uj in U is the parabolic-like

equation

−∆0u− b0 ·Du− ε−1
j us = g.

Since, by assumption, there exists C > 0 such that, for all j ∈ N,

‖uj‖∞,U +

∫

U

ujt
2
dsdt ≤ C,

Chebychev’s inequality yields

min
a/2≤s≤a

∫ b

−b
ujt(s, t)

2dt ≤ 2C

a
,

and, for each j ∈ N, we may choose sj ∈ [a/2, a] so that
∫ b

−b
ujt(sj, t)

2dt ≤ C

a
.

Set, for r ≥ 0, ω(r) = (Cr/a)1/2, and observe that, for all t1, t2 ∈ [−b, b] and j ∈ N,

(4.2) |uj(sj, t1)− uj(sj, t2)| ≤ ω(|t1 − t2|).
It follows from the Ascoli-Arzela theorem that there exist φ ∈ C([−b, b]) and a

sequence jk →∞ such that, as k →∞ and on [−b, b],
ujk(sj, ·)→ φ(·).

Fix γ > 0, choose ρ ∈ (0, b/3) so that ω(2ρ) < γ, p, q ∈ C2(R; [0,∞)) such that

p = 0 in [−ρ, ρ] and p ≥ 2C in R \ (−2ρ, 2ρ),

q′ ≤ 0 in R, q = 0 in [−a/2,∞) and q(−a) ≥ 2C,

and note that, for any τ ∈ [−b/3, b/3], (−a, a)× (τ − 2ρ, τ + 2ρ) ⊂ U .

Finally fix τ ∈ [−b/3, b/3] and j ∈ N, let W = (−a, sj)× (τ − 2ρ, τ + 2ρ), and, for

(s, t) ∈ W̄ , set

w(s, t) = uj(sj, τ) + γ + p(t− τ) + γ(sj − s) + q(s).
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We note that in the remainder of the proof the claims we are making are valid for

sufficiently large j.

It follows that, on W̄ ,

−ws − εj(∆0w + b0 ·Dw + g) ≥ γ − εj(∆0w + b0 ·Dw + g) > 0,

and thus, if w ≥ uj on ∂W , the maximum principle yields

w ≥ uj on W.

For the comparison on ∂W , observe that, if |t− τ | = 2ρ, then

w(s, t) ≥ uj(sj, τ) + 2C ≥ C ≥ uj(sj, t),

w(−a, t) ≥ uj(sj, t) + q(−a) ≥ C ≥ uj(−a, t),
and, since |t− τ | ≤ 2ρ,

w(sj, t) ≥ uj(sj, τ) + γ ≥ u(sj, τ) + ω(2ρ) ≥ uj(sj, t).

Similarly, for (s, t) ∈ (−a, sj)× (τ − 2ρ, τ + 2ρ), we get

uj(s, t) ≥ uj(sj, τ)− γ − p(t− τ)− γ(sj − s)− q(s).
In particular, if (s, t) ∈ (−a/2, a/2)× (τ − ρ, τ + ρ), we have

|uj(s, t)− uj(sj, τ)| ≤ γ(1 + sj − s) ≤ γ(1 + 2a).

Hence, since limj→∞ uj(sj, τ) = φ(τ), for s ∈ (−a/2, a/2), we obtain

lim sup
k→∞

∗ujk(s, τ) ≤ φ(τ) + 2γ(1 + a),

and

lim inf
k→∞ ∗

ujk(s, τ) ≥ φ(τ)− 2γ(1 + a).

Finally, since γ > 0 and τ ∈ (−b/3, b/3) are arbitrary, we conclude that

lim sup
k→∞

∗ ujk = lim inf
k→∞ ∗ ujk = φ on (−a/2, a/2)× (−b/3, b/3),

and the proof of the claim in this simplified setting is complete.

Next, we show that it is possible, after a change of variables, to transform the

general setting into the one studied above.

To this end, let Φ : U → R2 be given by Φ(x) = (x1, H(x)). Since Hx2(x0) > 0, Φ

is an order-preserving diffeomorphism from a neighborhood of x0 to a neighborhood

of (x01, H(x0)). Setting vj(Φ(x)) = uj(x) and H̃(Φ(x)) = H(x), in the new variable

y = Φ(x), we have

H̃(y) = y2 and D̄H̃(y) = (1, 0).
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Consequently, in view of invariance of the form of the pde (1.4) under change of vari-

ables (see Appendix), we deduce that vj satisfies, in a neighborhood of (x01, H(x0))

and for some b̃0 and g̃,

−∆̃0v
j − b̃0 ·Dvj − ε−1

j vjy1
= g̃,

where ∆̃0w = (ã11wy1 + ã12wy2)y1 + (ã21wy1 + ã22wy2)y2 for some ãij.

Also, noting that ujx2
(x) = vjy2

(Φ(x))Hx2(x) and detDΦ(x) = Hx2(x), we find that,

in a small neighborhood Ũ of (x01, H(x0)),

sup
j∈N

(
‖vj‖∞,Ũ +

∫

Ũ

vjy2
(y)

2
dy
)
<∞.

The proof is now complete. �

We proceed with the proofs of the (4.1) and, in particular, the integral bound since

the sup-estimate follows from Theorem 3.1. Throughout the arguments below we

assume that Theorem 3.4 holds. Its proof will be presented in Section 6.

We have:

Lemma 4.1. Let uε be a solution of (1.4). For any compact subset K of Ω, there

exists a constant CK > 0 such that for all 0 < ε < 1,
∫

K

|D0u
ε|2dx ≤ CK(‖uε‖2

∞,Ω + 1).

Proof. Fix ε ∈ (0, ε0) and let φ ∈ C2
0(Ji). Then

∫

Ωi

{(∆0 + (b0 + ε−1b) ·D)uε + g}φ ◦Hdx = 0.

In addition,
∫

Ωi

∆0u
ε uεφ ◦H dx = −

∫

Ωi

(|D0u
ε|2φ ◦H + φ′ ◦H〈Duε, Dh〉0

)
dx

≥ −
∫

Ωi

(|D0u
ε|2φ ◦H − |D0u

ε||D0H|φ′ ◦H
)
dx,

where, for x ∈ Ω and ξ, η ∈ R2,

〈ξ, η〉0 = a11(x)ξ1η1 + a12(x)(ξ1η2 + ξ2η1) + a22(x)ξ2η2.

Moreover,

2

∫

Ωi

(b0 ·Duε)uεφ ◦H dx =

∫

Ωi

(φ ◦H b0) ·D(uε)2 dx = −
∫

Ωi

(uε)2 div(φ ◦H b0) dx,
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and

2

∫

Ωi

(b ·Duε)uεφ◦H dx = −
∫

Ωi

(uε)2 div(φ◦H b) dx = −
∫

Ωi

(uε)2φ′ ◦Hb ·DH dx = 0.

Replacing φ by φ2 in the above computation and recalling Theorem 3.1, we find

C > 0, depending only on sup0<ε<ε0 ‖uε‖∞,Ω, H, φ, aij and b0 such that

(4.3)

∫

Ωi

|D0u
ε|2φ2 ◦H dx ≤ C(‖uε‖2

∞,Ω + 1).

Similarly, if φ ∈ C2
0(J) with J = (maxi=1,3 hi, h2), then, for some C > 0, we also

have

(4.4)

∫

Ω

|D0u
ε|2φ2 ◦H dx ≤ C(‖uε‖2

∞,Ω + 1).

Combining (4.3) and (4.4) yields the claim. �

We present now the

Proof of Theorem 3.2. The precompactness of the family {uε}ε>0 in C(N) follows

from standard compactness and diagonal arguments once we show that, for each

x0 ∈ N and every sequence εj → 0, there exists a subsequence εjk → 0 and a

neighborhood V of x0 such that, if uk = uεjk ,

lim sup
k→∞

∗ uk = lim inf
k→∞ ∗ uk in V.

To prove the claim we use Theorem 4.1. Thus we only need to find a vector e0 ∈ R2

for which (4.1) holds. This will be done again using a convenient change of variables.

To simplify the notation, for the rest of the proof, we write α = a11, β = a12 = a21

and γ = a22 suppressing, unless necessary, the explicit x-dependence, and, after some

relabeling, we assume that j = 1.

Fix a compact neighborhood U ⊂ Ω of x0. It follows from Theorem 3.1 and Lemma

4.1, that, for j̃ ∈ N large enough,

sup
j≥j̃

(‖uj‖∞,U +

∫

U

|D0u
j|2dx) <∞.

Since ADH ·DH(x0) > 0, we have either (α, β)·DH(x0) 6= 0 or (β, γ)·DH(x0) 6= 0,

since, otherwise, ADH(x0) = 0. Next we assume (β, γ) ·DH(x0) 6= 0. The other case

can be treated in a similar way.

Set e = (β, γ) on Ω. By replacing, if needed, U by a smaller neighborhood, we may

assume that e ·DH 6= 0 in U . The degenerate ellipticity of ∆0 yields αγ ≥ β2 in Ω

and, therefore, we must have γ > 0 in U .
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Observe that, for any y = (y1, y2) ∈ R2, x ∈ U and Cγ = maxU γ,

(e(x) · y)2 = β2(x)y2
1 + 2β(x)γ(x)y1y2 + γ2(x)y2

2

≤α(x)γ(x)y2
1 + 2β(x)γ(x)y1y2 + γ2(x)y2

2 = γ(x)A(x)y · y ≤ CγA(x)y · y.

Hence, ∫

U

(e(x) ·Duj(x))2dx ≤ C2
γ

∫

U

|D0u
j|2dx.

Next we change variables to “straighten” the vector field e. To do this end, let

X(s, t) be the solution the initial value problem

∂X(s, t)

∂t
= e(X(s, t)) with X(s, 0) = x0 + (s, 0),

and recall that X(s, t) is smooth in a neighborhood W of the origin (s, t) = (0, 0).

Note that, since

DX =

(
X1,s β(X)
X2,s γ(X)

)
,

where X = (X1, X2) and X1,s(s, 0) = 1, it follows that detDX(0, 0) = γ(x0) > 0.

Thus, by reselecting, if necessary, W small enough and setting U = X(W ), since

γ(x0) > 0, we may assume that X : W → U is an orientation-preserving diffeomor-

phism.

Let x = X(y). Setting vj(y) = uj(X(y)) and e2 = (0, 1) ∈ R2 and noting that

DX(y)e2 = e(X(y)), we get, for CX = 1/minW | detX|,
∫

W

(e2 ·Dvj(y))2dy =

∫

W

(e2 ·DX(y)∗Duj(X(y)))2dy

≤CX
∫

W

(DX(y)e2 ·Du(X(y))2| detX(y)|dy

≤CX
∫

W

(e ·Duj)2 ◦Xdx,

where DX(y)∗ denotes the transposed matrix of DX(y).

It follows that (4.1) holds with e0 = e2 in the new coordinate system. Similarly, if

we set H̃ = H ◦X, then

e2 ·DH̃(y) = e2 ·DX(y)∗DH ◦X = e ·DH ◦X 6= 0.

Applying Theorem 4.1 we conclude the proof. �



A PDE APPROACH TO SMALL STOCHASTIC PERTURBATIONS OF HAMILTONIAN FLOWS25

5. The construction of the barriers

The key step of the proof of Theorem 3.3 is

Theorem 5.1. Let h0 and Ii be as in Theorem 3.3, set Wi = Ωi ∩ {|H| > h0}, and

assume that wi ∈ C4(Ii) satisfy

− (Aiw
′′
i + (Bi +B0i)w

′
i) + 2 ≤ 0 in Ii.

There exist ζεi ∈ C2(W̄i) and ε0 > 0 such that, if ε ∈ (0, ε0), then

−(∆0 + (b0 + ε−1b) ·D)ζεi + 1 ≤ 0 in Wi and lim
ε→0
‖wi − ζεi ‖∞,Wi

= 0.

Before going into the proof of Theorem 5.1, we need to introduce some auxiliary

functions. To this end, recall that l1 and l3 are respectively the curves {Y1(h) : h1 ≤
h ≤ h2} and {Y3(h) : h3 ≤ h ≤ h2}, while l2 is either of l1 and l3. Then for each

x ∈ Vi = Ωi ∪ ∂outΩi, τi(x) is the first time the flow (X(t, x))t>0 hits the curve li, i.e.,

X
(
τi(x), x

) ∈ li, and X(t, x) 6∈ li for all t ∈ (0, τi(x)).

It follows that τi = Ti ◦ H in li ∩ Vi and τi ≤ Ti ◦ H in Vi. Also note that,

although τi is continuous in Vi \ li, it is not, in general, continuous across li. To

go around this difficulty, we modify the τi’s near li by considering the neighborhoods

Ui = {x ∈ Vi : τi(x) 6= Ti(H(x))/2} and the continuous maps τ̃i : Ui → (0, ∞) defined

by

τ̃i(x) =

{
τi(x) if τi(x) > Ti(H(x))/2,

τi(x) + Ti(H(x)) if τi(x) < Ti(H(x))/2.

When we discuss the regularity of the τi’s near li∩Vi, we implicity refer to the τ̃i’s.

We have:

Lemma 5.1. τi ∈ C3(Vi).

Proof. As it has been already noted in the proof of Lemma 2.1, there exists φ ∈
C3(R2;R) such that φ = 0 and Dφ 6= 0 on li. Set ψ(t, x) = φ(X(t, x)). Since

ψ(τi(x), x) = 0 for x ∈ Vi and ψt(τi(x), x) = Dφ(Yi(H(x))) · b(Yi(H(x))) 6= 0 for

x ∈ Vi, the implicit function theorem yields that τi is locally (in the sense that it has

to be replaced by τ̃i near li) of class C3. �

We continue with the

Proof of Theorem 5.1. We only show the existence of ζε2 , since the construction of ζε1

and ζε2 is similar.
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To this end, recall that X, Ẋ ∈ C2(R × W̄2), τ ∈ C2(W̄2), T2 ∈ C2(Ī2), A2, B2 ∈
C2(Ī2), w2 ∈ C4(Ī2), set

f = (∆0 + b0 ·D)(w2 ◦H)− (A2w
′′
2 ◦H + (B2 +B02)w′) ◦H,

and observe that, if h = H(x) for x ∈ W2, then

f(x) =w′′2(h)|D0H(x)|2 + w′2(h)(∆0H(x) + b0(x) ·DH(x))

− (A2w
′′
2 + (B2 +B02)w′2)(h),

and

(5.1)

∫ T2(h)

0

f(X(t, x))dt =T2(A2w
′′
2 + (B2 +B02)w′2)

− T2(A2w
′′
2 + (B2 +B02)w′2) = 0.

For x ∈ W̄2, define

χ(x) =

∫ τ(x)

0

f(X(t, x))dt.

It is clear that χ ∈ C2(W̄2 \ l1). Moreover, recalling the notation τ̃ and U and the

fact that either τ̃ = τ or τ̃ = τ + T2 ◦ H in Ū ∩ W̄2, we obtain from (5.1) that, for

any x ∈ U ∩ W̄2,

χ(x) =

∫ τ̃(x)

0

f(X(t, x))dt,

and, hence, χ ∈ C2(U ∩ W̄2) and χ ∈ C2(W̄2).

It turns out that χ is a solution of

(5.2) −b ·Dχ = f in W2.

Indeed fix any x ∈ W2 \ l1 and observe that, if t > 0 is sufficiently small,

τ(x) = τ(X(t, x)) + t.

Then

b(x) ·Dχ(x) =
∂

∂t
χ(X(t, x))

∣∣∣
t=0

=
∂

∂t

∫ τ(X(t, x))

0

f(X(s, X(t, x)))ds
∣∣∣
t=0

=
∂

∂t

∫ τ(x)−t

0

f(X(s+ t, x))ds
∣∣∣
t=0

= −f(X(τ(x), x)) +

∫ τ(x)

0

∂

∂s
f(X(s, x))ds

= −f(X(τ(x), x)) + f(X(τ(x), x))− f(X(0, x)) = −f(x),

i.e., χ satisfies (5.2) in W2 \ l1 and, since χ ∈ C2(W2), it satisfies (5.2) in W2.
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Finally, we define ζε2 ∈ C2(W̄2) by ζε2 = w2 ◦ H + εχ. If u = ζε2 , then, for some

C > 0,

− (∆0 + (b0 + ε−1b) ·D)u

= −(∆0 + b0 ·D)(w2 ◦H)− b ·Dχ− ε(∆0 + b0 ·D)χ

= −(∆0 + b0 ·D)(w2 ◦H) + f − ε(∆0 + b0 ·D)χ

= − (A2w
′′
2 + (B2 +B02)w′2) ◦H − ε(∆0 + b0 ·D)χ

≤ −2− ε(∆0 + b0 ·D)χ ≤ −2 + Cε,

Since ε ∈ (0, ε0) and ε0 is sufficiently small, we may assume that

−(∆0 + (b0 + ε−1b) ·D)u ≤ −1 in W2.

The uniform convergence of the ζε2 ’s to w2 ◦H in W2 is obvious. �

We present here the

Proof of Theorem 3.3. We only discuss the case i = 2, since the arguments for i = 1, 3

are similar.

Choose w ∈ C4(Ī2) (for instance, a quadratic function) such that

−(A2w
′′ +B2w

′) ≤ −2 in I2, w(h0) ≤ −2 and w(h2) = d2.

Using Theorem 5.1 we find a family {wε}ε∈(0,ε0) ⊂ C2(W 2) such that

−(∆0 + ε−1b ·D)wε ≤ −1 in W2 and lim
ε→0+

‖wε − v‖∞,W2 = 0.

A minor modification of the wε’s yields a desired family {wε2}ε∈(0,ε0). �

The rest of the section is devoted to the

Proof of Theorem 3.4. In view of (1.9) and (1.10), we may assume, by choosing κ > 0

small enough, that a11 > 0 in Sκ.

As in [4], we consider the function E ∈ C∞(R) given by

E(x) =

∫ x

0

e−t
2

∫ t

0

es
2

dsdt,

and note that, for x ∈ R,

E(−x) = E(x), E ′′(x) + 2xE ′(x) = 1 and E(0) = E ′(0) = 0,

and

lim
x→∞

E(x)

log x
= lim

x→∞
xE ′(x) =

1

2
.
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Accordingly, we can choose C0 > 0 such that

0 ≤ E(x) ≤ C0 log(x+ 2) and 0 ≤ E ′(x) ≤ C0 in [0,∞),

and, for all x ∈ R,

E ′′(x) + 2xE ′(x)− 1

2C0

|E ′(x)| ≥ 1

2
.

We define the function v on Sκ (or on the interval [−κ, κ]) by

v(x) = v(x1) = αE(βx1),

where α > 0 and β > 0 are constants to be fixed later.

Next choose constants µ > 0 and θ > 0 such that µ ≥ ‖a11‖∞,Ω + ‖Da11‖∞,Ω +

‖Da12‖∞,Ω + ‖b0‖∞,Ω and a11 ≥ θ in Sκ.

A straightforward calculation yields that, as function of x1, v satisfies

v′′ + 2β2x1v
′ − β

2C0

|v′| ≥ αβ2

2
in [−κ, κ].

while, as a function on Sκ,

(∆0 + (b0 + ε−1b) ·D)v

= a11(x)v′′(x1) + (a11,x1(x) + a21,x2(x))v′(x1) + b01(x)v′(x1) +
1

ε
x1v

′(x1)

≥ a11

(αβ2

2
− 2β2x1v

′ +
β

2C0

|v′|
)
− µ|v′|+ 1

ε
x1v

′(x)

=
θαβ2

2
+
(1

ε
− 2µβ2

)
x1v

′ +
( θβ

2C0

− µ
)
|v′|.

Next we fix α, β so that

(5.3) θαβ2 ≥ 2, 1 ≥ 2µβ2ε and θβ ≥ 2C0µ.

Indeed set

α = 4µεθ−1 and β = (2µε)−1/2.

It follows that (5.3) is satisfied for ε ∈ (0, ε0), provided that ε0 ∈ (0, 1) is so small

that
θβ

2C0

=
θ

2C0

√
2µε
≥ µ.

We write vε for v and note that

−(∆0 + (b0 + ε−1b) ·D)vε ≤ −1 in Sκ.

Also, since

vε(x) =
4µε

θ
E
( 1√

2µε
x1

)
,
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we find that, for some C > 0 independent of ε,

0 ≤ vε(x) ≤ Cε log(ε−1 + 2).

The family {vε}ε∈(0,ε0) has the required properties. �

6. Appendix

6.1. Invariance under change of variables. For the convenience of the reader we

record here the change of variable formula for the pde in (1.4).

Let x = Φ(y) be a C2 diffeomorphism from U ⊂ R2 to V ⊂ Ω. Assume that

u ∈ C2(V ) satisfies the pde in (1.4) for some ε > 0. Then ũ(y) = u ◦ Φ satisfies the

pde

− div(ÃDũ)− b̃0 ·Dũ− ε−1D̄H̃ ·Dũ = g̃ in U,

where

Ã(y) = detDΦ(y)DΦ(y)−1A ◦ Φ(y)
(
DΦ(y)−1

)∗
,

b̃0(y) = detDΦ(y)DΦ(y)−1b0 ◦ Φ(y),

H̃(y) =H ◦ Φ(y),

g̃(y) = detDφ(y) g ◦ Φ(y).

This can be checked by a direct computation, which we leave to the interested

reader. If Φ is orientation-preserving, i.e., det Φ > 0, then Ã(y) is nonnegative def-

inite. Otherwise, it is nonpositive definite, and, to keep the structure of degenerate

ellipticity of the pde, one has to multiply (Ã, b̃0, H̃, g̃) by a negative constant (e.g.,

−1), which introduces a change of the sign of the Hamiltonian.

6.2. Green’s formula. We state and prove here is a simple consequence of Green’s

formula, which is used repeatedly in the paper.

Lemma 6.1. Let f = (f1, f2) ∈ C1(Ω) and αi ∈ Ji, with i = 1, 2, 3. Then

3∑
i=1

(−1)i
∫ Ti(αi)

0

(f ·DH) ◦ Φi(t, αi)dt =
3∑
i=1

(−1)i
∫ αi

0

∫ Ti(h)

0

div f ◦ Φi(t, h)dtdh.

Proof. If U = {H = 0} ∪ {x ∈ Ω2 : H(x) < α2} ∪ ∪i=1,3{x ∈ Ωi : H(x) > αi}.
Green’s formula yields ∫

∂U

f · ν dl =

∫

U

div f dx,

where ν and dl denote respectively the outer unit vector on ∂U and the line element

on ∂U . Note that ∂U = ∪3
i=1ci(αi), ν = DH/|DH| on c2(α2) and ν = −DH/|DH|
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on ∪i=1,3ci(αi) and, if the loops ci(αi) are parametrized by x = Φi(t, αi) with t ∈
[0, Ti(αi)), then dl = |DH(Φi(t, αi))|dt. Thus,

∫

∂U

f · ν dl =
3∑
i=1

(−1)i
∫ Ti(αi)

0

(f1Hx1 + f2Hx2) ◦ Φi(t, αi)dt.

On the other hand, recalling (1.15), we find that
∫

U

div f dx =
3∑
i=1

(−1)i
∫ αi

0

dh

∫ Ti(αi)

0

(div f) ◦ Φi(t, h) dt.

Combining these observations completes the proof. �
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